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1
Introduction

At RAN1#67, an LS from SA4 was received [1]. The LS asked the following questions:
1.
Can RAN1 or RAN2 provide more realistic channel models for eMBMS bearers for the 3GPPSA4-MBS SWG meeting in December?

2.
If not, can RAN1 or RAN2 provide information if it endorses the two-state Markov model in S4-111021 with perhaps modified parameters for the model for the 3GPPSA4-MBS SWG meeting on EMM-EFEC in December?

3.
In addition, can RAN1 or RAN2 provide more realistic channel models for eMBMS bearers for a later SA4 meeting to be used for the characterization of the performance of the selected FEC?

4.
Which MCSs are recommended to be used for the simulations?
At the same meeting, RAN1 sent a response to SA4 in [2]

Due to some concerns on the applicability of the simple iid bearer model, RAN WG1 cannot agree on whether it is appropriate for the selection of a new FEC. While we understand that the intention of SA4 is to complete the evaluation in December, the short amount of time provided makes it difficult to provide or endorse another model such that SA4 can make a proper evaluation. RAN WG1 will discuss the model further and provide additional information after the next RAN1 WG meeting, or sooner if possible.

Subsequently RAN1 sent a follow up response to SA4 in [3] 

In addition to the response given in R1-114461, RAN1 has now agreed on the Markov model. RAN1 will continue discussion to determine the appropriate parameter set(s) to use with the model, and provide additional information after the next RAN1 WG meeting, or sooner if possible.

RAN1 is also discussing SA4’s question on MCS selection and will provide guidance as soon as possible.
Since RAN1 was planning to finalize the error model proposal at RAN1#68, some discussion will be necessary. We summarized our view and proposals in this contribution.  

2
Discussion

It has been agreed that in lack of other models proposed, we would assume a two state first order Markov model, depicted in Figure 1 below. 
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Figure 1 Markov model considered for MBMS SFN RLC-SDU loss rates 
In order to determine the Markov model parameters, a few assumption would need to be agreed, which will be discussed next. 

2.1
Markov Model State Definition

In order to derive state probabilities and state transition probabilities, a definition of the states is needed.  The only straightforward definition is to define the two states as 
· State 1 “Good state”: 
· The average BLER during the state is lower than Threshold
· State 2 “Bad state”: 
· The average BLER during the state is higher (of higher or equal) than Threshold
Beyond the threshold value, the duration of each state needs to be defined. In [4], a state duration of 200 ms was assumed; however, that seemed inappropriate even for 3 km/h channel because a typical deep fade is shorter than 200 ms. 

Note that from the state transition probabilities for a shorter interval, we can calculate approximate state transition probabilities for a longer interval and vice versa; however, the accuracy would degrade if this was to be used for scaling by large degree. 

So, for example, if a particular state transition probability value (e.g. probability of transition from good to bad state) for 10 ms period is 
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  than the state transition values for 40 ms period 
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  could be approximated as 
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In Table 1 below, we summarized the assumptions used by Huawei, Ericsson and Qualcomm. 

	Parameter
	Assumptions

	
	Huawei
	Ericsson
	Qualcomm

	State duration for 3 km/h
	40 ms
	10 ms
	10 ms and 40 ms

	State duration for 120 km/h
	40 ms
	40 ms
	N/A

	BLER threshold for state selection
	1% for 1% average BLER, 

5% for 5% average BLER, 

and so on
	N/A
	10% for 1% and 5% average BLER, 

40% for 10% and 20% average BLER


Table 1   Markov state parameters

In general, the optimum determination of the Markov state would be the joint optimization of the state selection Threshold  and the transition probabilities.   For this optimization; however, we would need to have some error metric, i.e. an assumption on how much penalty we would have in evaluation accuracy if the BLER is modeled as 
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, while the real BLER could be 
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. This information is not known, since it is largely dependent on the evaluation outcome.  
Because of the above, we don’t have a strong opinion on which Markov state determination should be recommended, any of the above seems suitable. 
2.2
Channel Models

The agreement was to use 3 km/h (mandatory) and 120km/h (optional) channels.

In our opinion, for the 120 km/h case, the i.i.d. model would be more appropriate. Assuming 40 ms state duration in 120 km/h channel in particular doesn’t seem meaningful, since the channel state varies within 40 ms as much as it varies across 40 ms boundaries. 

It was mentioned earlier that in the high velocity case, pathloss and shadowing variations should also be modelled. Although this is true in general, it is still questionable whether a UE that moves across different geometry locations in the evaluation period could be considered the limiting worst case, especially when there are other low mobility UEs that are stay in the worst case locations.  Therefore we believe that the use of the current propagation channel models is sufficient. 
2.3
Simulation assumption
In our simulations, D1 simulation settings based on 3GPP TS 36.942 are used as listed in Table 2.

	Parameter
	Setting

	Center Frequency (MHz)
	2000

	Cell radius (m)
	288

	Bandwidth (MHz)
	5

	Penetration Loss (dB)
	20

	Speed (km/h)
	3

	Antenna Down tilt (degree)
	15

	Antenna Height (m)
	30

	Antenna Clutter Height (m)
	15

	I
	128.1

	Average EIRP (dBW, 5MHz)
	33

	eNB Tx Power (dBW)
	13

	UE Antenna Loss (dB)
	6

	Implementation Loss (dB)
	3

	Noise Figure (dB)
	6

	Penetration Loss (dB)
	20

	Receiver Height (m)
	1.5

	Vertical Beamwidth (degree)
	10

	Horizontal Beamwidth (degree)
	70


Table 2  Parameter Settings for MBMS LTE simulations
The simulation is carried out with a 19 sites configuration as shown in Figure 2. Each site has 3 cells.  All sites have 100% SFN operation. 30 UEs are uniformly dropped into the center site (dark green one) in each simulation run of 50 sec. In total 900 UEs are dropped and the SNR is sampled accordingly. 

[image: image7.emf]
Figure 2   Simulation Grid

Based on the logged SNR traces, two representative traces were selected that in combination with MCS24 result in a 1%, 5%, 10% and 20% target BLER. 

· The parameterization of the Markov model follows the proposal in S4-111021: 

· each state persists for 10ms, and 

· a state is good if it has 

· less than 10% packet loss probability for the 1% and 5% BLER simulations (same as in S4-111021), 

· less than 40% packet loss probability for the 10% and 20% BLER simulations.

· MCS=24 was used for all cases and then users at different 'MBMS geometry' were picked to get the different average error rate.  
2.4
Simulation results
The Markov model parameters for 10ms state update period are shown in Table 3 below. The parameter definitions are based on S4-111021. 
	Parameter
	Value
	Definition
	Note

	
	1% BLER
	5% BLER
	10%

BLER
	20%

BLER
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	0.46%
	1.08%
	1.9%
	3.4%
	Transition probability from state 1 to state 2
	State 1 is ‘good state’

State 2 is ‘bad state’

State is updated once per 10 ms
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	27.4%
	13.7%
	16.9%
	13.9%
	Transition probability from state 2 to state 1
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	98.4%
	92.7 %
	89.9%
	80.4%
	Probability of state 1 
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	1.6%
	7.3%
	10.1%
	19.6%
	Probability of state 2
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	0.08%
	0.16%
	1.59%
	2.64%
	BLER in state 1
	

	
[image: image15.wmf]b

p


	54%
	68%
	90%
	91%
	BLER in state 2
	

	BLER
	0.97%
	5.13%
	10.5%
	19.9%
	Average BLER
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	2.18s
	0.92s
	0.53s
	0.29s
	Average duration of state 1
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	0.037s
	0.073s
	0.059s
	0.072s
	Average duration of state 2
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Table 3 Markov model parameters for state update every 10ms
The Markov model parameters for 40ms state update period are shown in Table 4 below.

	Parameter
	Value
	Definition
	Note

	
	1% BLER
	5% BLER
	10%

BLER
	20%

BLER
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	1.83%
	4.25%
	7.39%
	12.9%
	Transition probability from state 1 to state 2
	State 1 is ‘good state’

State 2 is ‘bad state’

State is updated once per 40 ms
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	72.2%
	44.5%
	52.3%
	45%
	Transition probability from state 2 to state 1
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	97.5%
	91.3%
	87.6%
	77.8%
	Probability of state 1 
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	2.5%
	8.7%
	12.4%
	22.2%
	Probability of state 2
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	0.08%
	0.16%
	1.59%
	2.64%
	BLER in state 1
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	54%
	68%
	90%
	91%
	BLER in state 2
	

	BLER
	1.4%
	6.07%
	12.5%
	22.3%
	Average BLER
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	2.19s
	0.94s
	0.54s
	0.31s
	Average duration of state 1
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	0.055s
	0.090s
	0.077s
	0.089s
	Average duration of state 2
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Table 4 Markov model parameters for state update every 40ms
In continued discussion in RAN1, proposals from Huawei and Ericsson were received with similar simulation approaches. Despite different MCSs are used and the although the underlining statistics are not the same as changing the MCS and using the same low geometry %-ile UE, we believe that the difference is not significant. 
The Markov models can be assumed MCS independent.

Finally, although the methodologies were not fully aligned between the three companies providing results, it was observed that the resulting statistical models are comparable. 

Taking into account the three submissions, the following may be considered
1. Pick one of the three submissions

2. Perform some averaging of the three company results, which could be done, for example as follows: 

i. calculate the mean time spent in each state (Tg, Tb) and average them across the three companies (equivalent to taking harmonic mean of p and q across companies)

ii. average good state BLER across the three companies

iii. calculate the other state BLER that gives the right target average BLER
4
Conclusions

We don’t believe that significant further work should be carried on to align the simulation results assumptions. Either of the following could be used to determine the Markov parameters:  
1. Pick one of the three submissions

2. Perform some averaging of the three company results, which could be done, for example as follows: 

i. calculate the mean time spent in each state (Tg, Tb) and average them across the three companies (equivalent to taking harmonic mean of p and q across companies)

ii. average good state BLER across the three companies

iii. calculate the other state BLER that gives the right target average BLER
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