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1. Introduction
In RAN1#67 meeting, it had been agreed that CSI feedback for CoMP uses at least per-CSI-RS-resource feedback. Aggregated feedback including aggregated CQI and aggregated PMI has not been precluded as complementary for per-CSI-RS-resource feedback up to now.

This contribution discusses the advantages and shortcomings of aggregated feedback. Performance comparison between SU-JT with aggregated CQI and with inter-CSI-RS-resource feedback on top of per-CSI-RS-resource feedback is provided in heterogeneous deployment. Based on the analysis and simulation results, we suggest that aggregated CQI/PMI should not be supported considering the tradeoff between feedback overhead, flexibility, standardization impact, and performance.
2. On aggregated CQI
Aggregated CQI is considered as an optimization for CoMP in addition to per-CSI-RS-resource CQI and PMI feedback. Aggregated CQI can provide CQI information corresponding to a CoMP transmission assumption. It is consistent with transmission when corresponding CoMP scheme is adopted at network side. In this case, aggregated CQI can be directly used in scheduling and link adaptation without need for further CQI calculation at base station. Error accumulation through the process of CQI calculation is avoided. Therefore, aggregated CQI can offer accuracy improvement when the CoMP transmission scheme is exactly the assumed scheme.
However, several problems should not be ignored. Aggregated CQI implicitly assumes a specific transmission, including specific transmission scheme and transmission point selection. When actual transmission scheme or transmission point(s) is different from the assumption, aggregated CQI can hardly be helpful in CQI calculation. To cover possible transmission assumptions which need aggregated CQI feedback, several aggregated CQI with different assumptions may be needed. Additional feedback overhead and complexity at UE for aggregated CQI increase linearly with number of possible transmission assumptions. New downlink signaling, including for periodic/aperiodic feedback, may be required to limit the indicated assumptions. These additional signaling requirements would lead to more standardization effort. 
Observation 1: Additional feedback overhead and complexity at UE for aggregated CQI increase linearly with number of possible transmission assumptions. 
Observation 2: Additional signaling requirements for aggregated CQI lead to more standardization effort.
In multi-user single-point or coordinated transmission, more than one user may be scheduled at the same frequency and time resource. The scheduling result is dynamic according to downlink channel state of users. When a user calculates CQI feedback information, interference from the co-scheduled users could not even be assumed, for there is no channel information available about other users. As a result, aggregated CQI could only take single-user scheduling into account. When two or more users are scheduled at the same resource, aggregated CQI feedback, which is adjusted for single-user scheduling, could hardly be used in scheduling and CQI recalculation, for it is less of flexibility in calculation.
Observation 3: Aggregated CQI could hardly be used in scheduling and CQI recalculation for multi-user scheduling.
In channel reciprocity based CoMP, aggregated channel could be obtained at base station with channel reciprocity. Post-scheduling CQI can be calculated from per-CSI-RS-resource feedback and CSI estimated by SRS. Additional aggregated CQI feedback, which incurs additional feedback overhead, is not necessary. 
In PMI feedback based CoMP, aggregated channel could also be rebuilt at base station with per-CSI-RS-resource PMI and inter-CSI-RS-resource phase feedback. SU/MU CoMP post-scheduling CQI can be calculated from per-CSI-RS-resource CQI flexibly for dynamic scheduling and dynamic transmission scheme and/or transmission point selection. Evaluation results of aggregated CQI feedback scheme are provided in Appendix. According to the results, aggregated CQI feedback scheme even offers marginal performance improvement without regard to its inflexibility.
Observation 4: In TDD based CoMP, aggregated CQI feedback is unnecessary. In PMI feedback based CoMP, aggregated CQI feedback scheme offers marginal performance improvement over inter-CSI-RS-resource phase feedback scheme.

According to our observation on performance, there is no strong need for aggregated CQI. Furthermore, additional feedback overhead, complexity at UE as well as standardization efforts, which aggregated CQI leads to, are not ignorable. 
Proposal 1: Aggregated CQI is not recommended in feedback for CoMP.
3. On aggregated PMI
As discussed in [1], coherent joint transmission provides significant performance gain. During the study item, most of the companies evaluated coherent joint transmission and gave positive results. For the implementation of coherent joint transmission in FDD, relative phase adjustment between coordinated transmission points is necessary to ensure coherent combining of the signals. Aggregated PMI and inter-CSI-RS-resource feedback (on top of per-CSI-RS-resource feedback) are two ways to derive relative phase adjustment between coordinated transmission points.
Aggregated PMI and inter-CSI-RS-resource feedback were compared in [2]. Comparing with inter-CSI-RS-resource feedback, aggregated PMI feedback needs additional design since:
· Accurate aggregated PMI feedback requires new codebook since the current codebooks are all designed based on geographically one-point assumption thus is not always suitable for aggregated PMI feedback. However, new codebook design for multi-point assumption is suggested being avoided in this release considering the huge standardization efforts required for codebook design and limited time for Rel-11. Therefore, the feedback accuracy of aggregated PMI and corresponding performance cannot be guaranteed because of the unsuitable codebook.
· The scheduling flexibility and feedback scalability of aggregated PMI feedback are of lack. Since aggregated PMI is computed based on a certain coherent JT assumption, when actual transmission scheme or transmission point is different from the assumption, aggregated PMI is of little use in transmit precoding. Therefore, the scheduling flexibility will be restricted by the feedback assumptions. Comparing with aggregated PMI, inter-CSI-RS-resource feedback is more flexible and scalable. If per-CSI-RS-resource PMI of N CSI-RS-resources and the corresponding N-1 inter-CSI-RS-resource feedback are available, transmission from any subset of these N CSI-RS-resources can be supported.
· It is possible that in some cases, aggregated PMI feedback can save feedback overhead, or improve the feedback accuracy. Therefore, a combination of aggregated PMI and inter-CSI-RS-resource feedback may take the advantages in those cases. However, the application possibility and the standardization impact by introducing additional aggregated PMI feedback should be investigated. The tradeoff between the performance gain and additional feedback/signaling overhead introduced by aggregated PMI feedback should be carefully explored. So far, it does not show much performance gain by aggregated PMI [3][4].
Observation 5: Aggregated PMI feedback has additional issues on codebook design, scheduling flexibility and feedback scalability comparing with inter-CSI-RS-resource feedback. 
Based on the above observations, the necessity of introducing aggregated PMI is not evident. 
Proposal 2: Aggregated PMI should not be supported considering the tradeoff between feedback overhead, flexibility, standardization impact, and performance.
4. Conclusion
In this contribution, aggregated feedback, including CQI and PMI,  are discussed. Based on the analysis and simulation results, we propose that aggregated feedback should not be supported considering the tradeoff between feedback overhead, flexibility, standardization impact, and performance.
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Appendix: System evaluation
System simulation is performed in heterogeneous network to evaluate the performance of aggregated CQI feedback scheme for coherent SU-JT. Evaluation results for heterogeneous network are shown in Table 1, and simulation assumptions in detail can be found in Table 2. For comparison, evaluation results for per-CSI-RS-resource CQI feedback scheme are also shown.  For the per-CSI-RS-resource CQI feedback case, post-scheduling CQI is calculated from per-CSI-RS-resource CQI reported by UE. Simulation results show that aggregated CQI feedback scheme does not offer cell-edge performance improvement and 3~5% average cell performance improvement. 

Table 1: Aggregated CQI feedback scheme vs. inter-CSI-RS-resource phase feedback scheme

	UE deployment
	Transmission scheme
	Feedback scheme
	Average cell spectrum efficiency (bps/Hz)
	Average gain
	5% cell-edge user spectrum efficiency (bps/Hz/user)
	Cell-edge gain

	Config 1
	SU-MIMO
	Single-point scheme
	6.98
	0.00%
	0.0420
	0.00%

	
	SU JT
	Per-CSI-RS-resource CQI feedback 
	6.79
	-2.75%
	0.0530
	26.24%

	
	
	Aggregated CQI 
	7.16
	2.51%
	0.0516
	22.98%

	Config 4b
	SU-MIMO
	Single-point scheme
	7.87
	0.00%
	0.0563
	0.00%

	
	SU JT
	Per-CSI-RS-resource CQI feedback 
	8.30
	5.42%
	0.0775
	37.65%

	
	
	Aggregated CQI 
	8.52
	8.18%
	0.0761
	35.22%


Table 2: Simulation assumptions
	Parameter
	Assumption 

	Scenario
	Scenario 3 / 4

	Deployment model
	Heterogeneous deployment with low Tx power RRHs

	
	Zero backhaul latency

	
	Hexagonal grid, 19 macro sites, 3 sectors/site, 4 RRHs/sector

	Coordination area
	Coordination within one macro cell area

	Traffic model
	Full buffer

	UE speeds of interest
	3 km/h

	Bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Max number of HARQ retransmissions
	4

	Channel model
	Macro to UE: ITU UMA

	
	RRH to UE: ITU UMI

	Transmit power
	Macro site: 46dBm; RRH: 30dBm

	Number of antennas (Macro, RRH)
	(2, 2)

	Number of UE antennas
	2

	Number of UE per macro area
	Config 1: 25;  Config 4b: 30

	Antenna configuration
	TX: cross-polarized ±45°
RX: cross-polarized ±45°

	Receiver 
	MMSE option 1

	Propagation delay
	Modeled

	Timing error
	0 us

	Feedback schemes
	1. Single-cell feedback scheme:

subband per-CSI-RS-resource PMI, subband per-CSI-RS-resource CQI;

2. Per-CSI-RS-resource CQI feedback scheme:

subband per-CSI-RS-resource PMI, subband per-CSI-RS-resource CQI, Subband inter-CSI-RS-resource phase;

3. Aggregated CQI scheme:

subband per-CSI-RS-resource PMI, subband per-CSI-RS-resource CQI, subband aggregated CQI, subband inter-CSI-RS-resource phase;

	Period of feedback
	10ms

	Subband size
	6 PRB

	PMI codebook
	R10 codebook

	Codebook size for inter-resource information
	2 bits

	Link adaptation
	Non-ideal

	Scheduler
	Proportional fair in time and frequency

	Transmission scheme
	SU-MIMO, coherent SU-JT

	Tx point selection threshold
	20 dB

	Max number of point in measurement set
	2

	Overhead
	6/10 MBSFN DL subframe, 4/10 non-MBSFN DL subframe

- MBSFN DL subframe: 2PDCCH symbols, 12 RE/RB DMRS.

- non-MBSFN DL subframe: 3PDCCH symbols, 12RE/RB DMRS, 2CRS ports. 
Total overhead: 25.71%  


