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1. Introduction

At the RAN1#65 meeting, it was agreed that discussions and agreements on detailed evaluation assumptions for scenarios/antenna configurations are required in order to be able to initiate discussions on channel state information (CSI) feedback enhancements for Rel. 11 DL MIMO SI. To this RAN1#66 meeting, operators plan to provide their joint input on their agreed prioritization of DL MIMO scenarios. Among the highly prioritized scenarios by the operators, there is the small cells scenario. Small cells, being pico/femto or any other types of low power nodes, are expected to provide potential solutions to cover highly crowded outdoor areas where the traffic is concentrated and thus high capacity is required. On the other hand, small cells bring new aspects different from the macro-cell scenario that has been studied since Rel. 8 as the main scenario for CSI feedback enhancements for DL MIMO. In general, they can be differentiated from the macro-cell scenario by having: lower correlation among transmit and receive antennas, lower mobility, and lower delay spread.  

This contribution studies CSI feedback enhancements focusing mainly on DL MIMO capacity improvement for small cells. From capacity perspective, multi-user MIMO (MU-MIMO) has the potential to provide higher gains than single user MIMO (SU-MIMO). However, MU-MIMO performance in general is limited by the following factors:
a) Quantization errors due to limited number of bits for CSI feedback 
b) CSI mismatch errors due to changes over time (mobility) and/or frequency (frequency selectivity) 
c) CSI estimation errors
In highly mobile and frequency selective environments for example, such as the case of the macro-cell scenario, factors b) and c) tend to be dominating and therefore increasing the feedback of PMI can only bring limited gains. For small cells scenario, however, we expect factors b) and c) to be smaller. It follows that limited feedback may now become the bottleneck and increasing the number of feedback bits could bring capacity improvements to MU-MIMO. 
Given the above observations, this contribution investigates potential capacity improvements that can be brought by increasing PMI feedback bits to MU-MIMO transmission under the PedA channel.
2. Signal model and transmission schemes
We first provide a common signal model for all the MIMO transmission schemes considered. At the eNB L independent data streams 
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 . At each UE, N receive antennas are assumed. The received signal at the k-th UE is expressed as
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 ,  withdenotes the k-th UE’s MIMO channel matrix and 
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 denotes the operation of (complex) conjugate transpose.  is complex white Gaussian noise.  The noise term is assumed to include inter-cell interference from other cells and each entry assumes a variance of one for the sake of simplicity. 
2.1. PMI-based SU-MIMO and MU-MIMO transmission schemes
Based on the signal model above, details of SU-MIMO and MU-MIMO transmission schemes considered in this contribution are explained. For both SU-MIMO and MU-MIMO, PMI-based feedback is assumed. Descriptions on how the CSI feedback information is derived at the UE and utilized at the eNB are provided.
2.1.1. PMI-based SU-MIMO
For PMI-based SU-MIMO, the same procedure as the Rel. 8 LTE is followed by each UE. More specifically, a precoder is chosen from a set of precoding vector codebooks {
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where denote the rank and codebook index (Precoding matrix index (PMI)), respectively. Each UE selects the best PMI from the 4-bit Householder codebook through exhaustive search of all 2B=16 possible precoding vectors corresponding to all possible ranks (L=1 or 2) by each user. For example, assuming subband PMI/CQI feedback, made with respect to a contiguous set of T RBs indexed by r ={r(1),… ,r(T)}, the selection of the rank (RI) and precoder (PMI) is an exhaustive search for the sum rate maximization as follows:
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Where,
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Here, the vector 
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 denotes the unit vector, whose l-th element is one with zeros elsewhere, and 
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L  is the normalized receiver filter for detecting each of streams, defined by
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The diagonal elements of 
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 are chosen (assuming unit norm columns in GL,n) as
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 to satisfy the equal power constraint. For the selected PMI, RI, the UE sends CQI feedback given by: 

	
[image: image48.wmf]  

1

2

 

-

CQI

k

r

k

=

where 
[image: image49.wmf]å

å

=

=

+

=

L

l

l

n

L

r

k

T

r

r

r

SINR

T

r

1

*,

*,

,

,

)

(

)

1

(

k

)

1

log(

1


	(5)


In our simulations all users have the same average receive SNR. Therefore, the eNB schedules the single user with the highest reported CQI (after appropriate outer-loop correction). Note, for a user indicating rank-1 based on the 4-bit PMI feedback, the eNB has for user k column vector element 
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 from the precoding codebook which indicates the preferred beamforming direction of user k.
2.2.2. PMI-based MU-MIMO 
For MU-MIMO, we assume the case when users send only rank-1 PMI feedback. Also we assume that the calculation and feedback of PMI, CQI are set to be the same as that for LTE Rel. 8 SU-MIMO for the baseline case of 4-bit PMI feedback. Because only a single stream is considered, there is no MAI and thus, SINR in Eqs. (3) and (4) becomes SNR and the linear MMSE filter reduces to the matched filter. Therefore, we obtain
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where

	
[image: image52.wmf]2

g

H

n

r

k

Tx

n

r

k

n

r

k

P

SNR

SNR

H

,

1

,

,

1

,

,

,

,

=

=


	(7)


and we define 
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  for notational simplicity. After the best is determined, the CQI value is computed as
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which is fed back to the eNB together with
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. The rank being fixed to 1, the output of the linear receive filter at the k-th UE is given by:
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Thus, when the ordinary Rel. 8 SNR maximization is performed at the UE for PMI selection as in Eq. (6), the selected rank-1 PMI describes the preferred channel direction of the composite/effective channel
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Assuming the joint beamforming to a set of U users 
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and a non-regularized form of linear zero-forced beamforming (LZFB), candidate beam directions are computed at eNB using the feedback information from all users as follows: 
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where, the eNB forms the matrix
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and
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denotes the rank-1 precoding vector fed back by user k to the eNB. Note, the values in (12) and (13) depend on the users 
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, however we drop the dependence on this in our notation for simplicity. For each possible set of U users 
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, for each possible rank U: 1≤U ≤ M, we consider the potential rates by scheduling users under the constraint that each user transmits at equal transmission power from the eNB.  In doing so the CQI values sent from UEs are adjusted according to the power constraint in order to estimate properly the true SINR when using the ZF precoder. In determining the rates we considered at eNB one possible baseline modification the CQI of user ki based on the above beamforming solution and U. Here the fed back CQI values are adjusted according to the power constraint in order to estimate properly the true SINR when using the ZF precoder as in (13).
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The scheduler selects the U UEs to multiplex spatially, according to a certain scheduling algorithm.  Since all UEs in our simulations have the same average long-term SNR and operate with the same type of channels, the scheduler selects the combination yielding the maximum estimated sum rate.
3. PMI-based MU-MIMO with Increased feedback bits
To investigate potential improvements with increased feedback bits (n > 4bits), at this stage we do not consider an actual precoder vector codebook or an exhaustive search over a precoding vector codebook. Rather, we focus on the issue of assessing how much feedback rate may be needed to improve performance of MU-MIMO assuming LZFB. This is sufficiently characterized by the Rate-Distortion performance of practical assumed quantizers which quantize “preferred channel directions” {vk}. 
For our investigation, for each user k an estimate of the covariance of the channel across the T PRBs is made and given by
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An SVD is performed on Rk and the right dominant principal eigenvector corresponding to the largest singular value is selected as the “ideal” preferred channel direction to be indicated to the eNB.   Label this direction for user k as
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 is an M×1 column vector. The vector 
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. The procedure for doing this quantization, and the Rate-Distortion (R-D) performance represented by the procedure, are described in Appendix 1. It assumes optimistically near optimal R-D performance for smaller B, and some loss due to the practical need to structure the VQ at larger B.  The CQI reported is calculated for 
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 in the same way as for PMI-based SU-MIMO and MU-MIMO using the 4-bit PMI, which were described in previous section.  The quantized value 
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is simply used in lieu of GL*,n*. In addition, LZFB follows from Eqs. (11) and (12). 
For this baseline MU-MIMO, using the basic forms of LZBF, CQI prediction and using the existing CQI feedback available in Rel. 10, our target here is primarily to demonstrate, relative to the 4-bit PMI benchmarks, what increased feedback could do in terms of increasing rates. Nevertheless, the performance for MU-MIMO can certainly be improved depending on how much knowledge (e.g., users SNRs, quantization error, CSI mismatch error, etc.) is available to, and can be used by, the eNB for LZFB computation and scheduling.  For example one could be used to regularize the LZFB computation and improve rate/CQI predictions [8]. Examples are given in Section 5. Also, the revision of the CQI feedback to include inter-user interference (MU-CQI) would also be considered to improve performance. These factors should be thus considered further in future optimization and performance evaluations. 
4. Simulation configurations
We perform link level simulations to evaluate the performance of MU-MIMO with increased feedback bits for PMI as presented in Section 3. We note that the transmission rank per UE is fixed to one for the MU-MIMO scenarios.  For SU-MIMO, a UE decides on rank 1 or rank 2 in the baseline scheme. Table 1 summarizes the main link level simulation parameters as well as the assumptions made in the evaluations. We assume a transmission bandwidth of 10 MHz. The subcarrier spacing for the OFDM transmission is 15 kHz. Each resource block (RB) comprises 12 subcarriers and there are a total of 50 RBs (600 subcarriers). Scheduling can be performed every 1-msec subframe, which contains 14 OFDM symbols.
We assume four transmit antennas at the eNB and two receiver antennas at each UE. Fading between the transmit antennas at the eNB as well as the receive antennas at the UE are assumed to be uncorrelated.
Following the absence of agreed channel model for small cells, as a starting point, we assume an ITU PedA channel model with a Doppler frequency of 5.55 Hz. At the UE, we assume linear MMSE signal detection. Channel estimation and CQI measurement are derived from channels estimated based on CSI-RS reference signals. 
PMI and the respective CQI are both computed and reported per subband of 6RBs every 5 msec. The CQI values are computed using the estimated channels, assuming the noise plus inter-cell interference power is perfectly known at the UE.  In addition, we assumed the same unquantized CQI feedback is utilized for both SU-MIMO and MU-MIMO, i.e., CQI feedback is transparent to the MIMO transmission used. The scheduler utilizes the PMI/CQI information from 8 feedback reporting UEs, and for MU-MIMO decides how many users to be spatially multiplexed. The maximum number of spatially multiplexed UEs is 4.  For SU-MIMO the scheduler selects which single UE to schedule.
For decoding of data transmissions at the UE, the composite channel is estimated from downlink DM-RS reference signals. Composite channels for data Resource Elements are obtained by 2D MMSE interpolation from these reference signals.  
Table 1 – Link level simulation parameters.
	Transmission bandwidth
	10 MHz

	Number of subcarriers
	600

	RB bandwidth
	180 kHz (12 subcarriers)

	Subframe length (TTI)
	1 msec (14 OFDM symbols)

	Channel model
	ITU PedA

	Maximum Doppler frequency
	5.55 Hz

	Antenna configuration
	4-by-2 MIMO

eNB: Uncorrelated antennas

UE: Uncorrelated antennas

	Number of control symbols (PDCCH)
	3 OFDM symbols

	Channel coding
	Turbo coding with QPP interleaver

	MU-MIMO precoding
	Non-regularized LZBF

	Feedback granularity of PMI
	Subband: 6 RBs

	Feedback granularity of CQI
	Subband: 6 RBs

	Codebook
	4-bit HH for SU-MIMO

	Channel estimation / CQI measurement
	CSI-RS/DM-RS based

	Channel coding
	Turbo coding with QPP interleaver and circular buffer

	Transmission rank
	SU-MIMO: Adaptive Rank 1 or 2
MU-MIMO: Rank 1 per UE,                    Maximum number of co-scheduled UEs: 4,                   Number of feedback reporting UEs: 8

	Modulation and coding schemes
	Appendix 2

	CSI-RS power boost
	3dB

	DM-RS power boost
	SU-MIMO: 12REs, 0dB power boosting,
MU-MIMO: 24REs, 3dB power boosting

	Signal detection/turbo decoding
	MMSE for Rank 2, MRC for Rank 1
Turbo decoding with max-LogMAP

	CQI/PMI reporting delay
	5 msec

	Scheduling delay
	4 msec

	HARQ
	HARQ-IR with 4 RVs (all RVs use same MCS)

	HARQ round trip delay
	8 msec

	Outer loop control
	≤0.1 BLER at first transmission


The granularity of the adaptive modulation and coding (AMC) is listed in the Appendix.  A full buffer traffic model is assumed. We apply outer loop link adaptation control to ensure that the experienced average BLER for the first transmission is less than 0.1. We also apply an Incremental Redundancy Hybrid ARQ (HARQ-IR) scheme using 4 Redundancy Versions
.  The modulation and coding scheme (MCS) used in all transmissions of a particular HARQ-IR process are the same, as set by the AMC on the first transmission. In each experiment 1000 random and i.i.d. initiations of channel conditions
 are considered. Results shown are the average performance over such initiations.
For our throughput calculations we account for signalling overhead, Xtotal. Define XPDCCH, XCRS, XDMRS and XCSIRS as the overheads over one RB (XRB), for the physical downlink control channel (PDCCH) (XPDCCH), Rel. 8 LTE cell-specific reference signal (CRS) (XCRS), Rel. 10 demodulation reference signal (DM-RS) (XDMRS) and Rel. 10 reference signals for CSI measurement (CSI-RS) (XCSIRS), respectively.
· For 4x2 SU-MIMO transmission with CRS virtualization down to 2Tx antenna ports, the overhead ratio is:
Xtotal/XRB = (XCRS + XDMRS + XPDCCH +XCSIRS)/ XRB = 60.8/168 = 0.362 for SU-MIMO 
· For 4x2 MU-MIMO transmission with CRS virtualization down to 2Tx antenna ports, the overhead ratio is:
 Xtotal/XRB = (XCRS + XDMRS + XPDCCH +XCSIRS)/ XRB = 72.8/168 = 0.433 for MU-MIMO
Note that per RB: XCRS = 12 REs, XDMRS = 12 REs for SU-MIMO and 24 REs for MU-MIMO, XPDCCH = 3 x 12 REs, XCSIRS = 4/5 REs, XRB =168 REs.
5. Simulation results
5.1 Studies with baseline LZFB and Rate Predictions 

MU-MIMO and SU-MIMO performance is compared for feedback bits 4, 8, 12, 16 and 20 bits in Figure 1. Results are given for the PedA channel (low frequency selectivity) for 8 users reporting PMI/CQI to the eNB. The MU-MIMO results in Figure 1 are for the basic form of non-regularized LZFB and CQI prediction of equations (11) and (13).  As a reference, an ideal (i.e. unquantized) feedback condition is also considered. For this condition the value
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. The results show that increased feedback can benefit the PedA channel, in particular for the range of SNRs of interest for small cells (5 dB ~ 10 dB) (Appendix 3). The main observations are summarized as follows.
MU-MIMO with increased feedback bits: 
·  Improvements in MU-MIMO spectral efficiency are more prominent at high SNR range. 
·  At high SNR, however, MU-MIMO becomes self-interference limited. Higher SNR generally requires higher feedback in order that the quantization error in (
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does not dominate the self-interference created by imperfect LZFB based on imperfect channel state information [5][6]. 
·  In addition, at higher SNR, changes in channels over time and frequency inherently limit MU-MIMO, and can dominate over error contributions due to limited feedback bits. Thus at higher SNR, and even with ideal feedback, performance of MU-MIMO inherently becomes once again interference limited for scenarios in which channels change over time and/or frequency.
·  At 8 to 12 dB, 16-bit to 20-bit PMI feedback shows about a 75% to 110% improvement over 4-bit PMI feedback in terms of net total throughput
.  For channels with less coherence in frequency than PedA, smaller improvements in MU-MIMO with increased PMI feedback are expected.
MU-MIMO vs. SU-MIMO:

·  At around 14 dB, MU-MIMO with 20-bit feedback is about equivalent to SU-MIMO with 4-bit PMI feedback. Above such SNR ranges SU-MIMO outperforms MU-MIMO for such feedback rates and scenarios. Thus, in scenarios with high SNR and for which channel changes over time and frequency, SU-MIMO becomes more attractive given the ability of the single-user to compensate at the receiver for inter-layer interference. This is indeed true for TU-like channels (not shown here).
·  At about 6 dB, 12-bit to 16-bit feedback provides about a 40% to 50% improvement over both 4-bit PMI based SU-MIMO and MU-MIMO. Figure A1 in Appendix 3 shows the geometry distribution of pico UEs in heterogeneous networks. The SNR range around 6 dB could be relevant when larger cell range expansion offset values (e.g., 8 dB) are considered.  
·  At lower SNRs, where less feedback rate is inherently required, the gaps between 4-bit, 8-bit, 12-bit 16-bit and 20-bit PMI are smaller.  
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Figure 1 – Throughput performance for MU-MIMO (Baseline) vs. SU-MIMO.
5.2 Studies with further improvements to SU-MIMO and MU-MIMO Performance 

Possible improvements to both SU-MIMO and MU-MIMO are considered. For SU-MIMO we consider ideal PMI feedback using the two principle eigenvectors (calculated as described for MU-MIMO) as precoding directions. While this is not an optimal strategy for frequency-selective channels, it can work well with channels with enough coherence between resource blocks, as in PedA. CQI feedback follows by using the 4×2 matrix of these eigenvectors in-lieu of GL*,n* in (4) and (5). For MU-MIMO we consider two items:  1) Improved CQI predictions using the procedure outlined in [7], appropriately modified for use with up to 4 layers and using the “heuristic factor” of “1/n” set to 1, and accounting for outer-loop CQI modification in UE reported CQIs [7]; and 2) a regularized form of LZFB using the form 
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, with ρ set to the inverse of user SNR
.  For further optimization, regularization and CQI prediction strategies need to be tuned to the specific scenario.
The main observations from results in Figure 2 are summarized below:

· SU-MIMO can also benefit from increased feedback as shown by the SVD, ideal feedback case.

· MU-MIMO benefits from improved processing and CQI prediction. 

· MU-MIMO with 16-bit feedback provides rate advantages over SU-MIMO with ideal feedback.  There is a 2 to 3 dB advantage in terms of receive SNR in the range 2 to 7 dB of receive SNR.  There is additionally another 2 dB advantage of MU-MIMO with 16-bit over SU-MIMO based on 4-bit PMI feedback.
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Figure 2 – Throughput performance for MU-MIMO vs. SU-MIMO (examples of improvements).
6. Conclusion

In this contribution, we provide initial investigations on potential gains provided by increasing the number of feedback bits for DL MU-MIMO focusing mainly on small cells scenario. In considering increased feedback we model the rate-distortion behaviour of practical VQ structures at feedback rates ranging from 8 to 20 bits.  The results of this contribution demonstrated the following:
1)  For the PedA channel studied, at 6 dB average received SNR, 12-bit to 16-bit PMI feedback shows about a 50% improvement over 4-bit PMI feedback SU-MIMO. Also, MU-MIMO with 16-bit feedback also provides rate advantages over SVD-based SU-MIMO with ideal feedback.    
2)  More investigations are needed for optimized feedback designs and operations of MU-MIMO and SU-MIMO. As a first step, we provided some results of using better CQI prediction and regularization of LZBF for MU-MIMO, and of using higher feedback for SU-MIMO.
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Appendix 1 – Simulating RVQ and its rate-distortion performance
To initially assess how much feedback rate may be needed to improve performance of MU-MIMO assuming LZFB, it is sufficient to characterize by the Rate-Distortion performance of an actual quantizer operating on “preferred channel directions” {vk}. One baseline performance to consider is given by a basic “random VQ” approach. This approach is known to come to within 1 or 2 bits of what an optimal (memoryless) VQ may do in terms of Rate-Distortion for vectors {vk} which are uniformly distributed on the unit complex M-dimensional sphere. However, for large “B”, e.g. B=20 bits, some structure in the VQ is needed to make practical deployment possible, and we factor in consideration for this as described later.
The RVQ used involves the generation of random codebooks of unit norm elements. For a given quantization operation and codebook size of B bits, 2B random CN[0,I] elements of dimension M×1 are generated.   These are each normalized to unit norm forming a codebook of 2B unit norm elements.  If such a codebook is given by
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. The Rate-Distortion performance of such a quantizer on unit norm target vectors distributed uniformly on the unit circle for large M is characterized by [5],  
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Our own tests with M=4 show that the above is a reasonable prediction. Thus we feel a RVQ is a good characterization to within a few bits of what a good actual memoryless unstructured VQ design may do when operating on unit norm target vectors distributed uniformly on the unit circle.
For larger feedback rates, e.g. B=20, this prediction may be too optimistic as unstructured VQ approaches are not practical. Rather, a structured design is necessary which may necessitate a sub-optimal search such that given by
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.  Note, this search has a rate-loss since it does not account for the fact that it is the direction, not the actual value or,
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To simulate the effective VQ performance for both small and larger “B” in order to get an initial understanding on feedback, we do not generate such random codebooks or consider in detail specifics of structured codebooks. Rather we effectively characterize the quantization error term as follows:

1) For each target vector 
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2) Form 
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This process is done to simulate quantization errors for B= 8, 12, 16, and 20 bits PMI feedback.   Tests show that for B=8 this procedure comes close in MSE performance to 2-B/(M-1), and for larger B, i.e. 12≤B<18, the procedure approximates MSE performance in between 2-B/(M-1) to 2-B/M.  At the highest feedback of B=20 the distortion achieved is more in line with 2-B/M.
Appendix 2 – Modulation and coding rates used
Table 2 – Modulation Coding Rate Combinations used in experiments.
	CQI Index
	Modulation
	Coding Rate
	Efficiency (b/s/Hz
)

	0
	
	
	

	1
	QPSK
	78/1024
	Code Rate x 2

	2
	QPSK
	120/1024
	Code Rate x 2

	3
	QPSK
	193/1024
	Code Rate x 2

	4
	QPSK
	308/1024
	Code Rate x 2

	5
	QPSK
	449/1024
	Code Rate x 2

	6
	QPSK
	602/1024
	Code Rate x 2

	7
	16 QAM
	378/1024
	Code Rate x 4

	8
	16 QAM
	490/1024
	Code Rate x 4

	9
	16 QAM
	616/1024
	Code Rate x 4

	10
	64 QAM
	466/1024
	Code Rate x 6

	11
	64 QAM
	567/1024
	Code Rate x 6

	12
	64 QAM
	666/1024
	Code Rate x 6

	13
	64 QAM
	772/1024
	Code Rate x 6

	14
	64 QAM
	873/1024
	Code Rate x 6

	15
	64 QAM
	948/1024
	Code Rate x 6


Appendix 3 – Geometry of HetNet deployments
Figure A1 (a) and (b) show the geometry distribution of homogeneous (Macro-only) and heterogeneous (Macro and pico) deployments, when cell range expansion (CRE) offset values are 0 dB and 8 dB, respectively. More details on the evaluation assumptions are shown in [8]. The curves of pico UEs with “protected” and “non-protected” resources correspond to the geometry distribution with and without the interference from Macro cell. The figure shows that for larger offset values (e.g., 8 dB), for which increased offloading effects can be expected, the geometry of pico UEs with protected resources is decreased.
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Figure A1 – Geometry distribution of heterogeneous deployments.

(Configuration #1, RSRP-based cell selection, Number of pico cells per sector = 4)
� Redundancy versions in a HARQ process use the same modulation and coding setting. Appropriate Chase Combining is applied for resource elements transmitted multiple times due to the overlap between Redundancy Versions.


� Outer-loop states are initialized only once, at the beginning of the first initiation. The outer-loop then updates over the different initiations


� Net total throughput is the sum throughput accounting for the overhead related to downlink signalling.


�     At the high feedback rates of B=16 considered for LZFB in this example, and for the generally coherent PedA scenario, we assume that additive noise is the main factor to consider in regularization in the lower SNR regions.  In other scenarios, and at higher SNR, regularization may have to account for quantization error and lack of channel coherence.


� Exact calculation needs to include 12 tail bits.
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