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1
Introduction
In [1], a basic framework to evaluate the system performance of the various Multi-Point HSDPA schemes was agreed upon. Multiple contributions ([2] through [5]) discuss the performance of SF-DC Aggregation assuming realistic RLC and flow control. In this contribution, we summarize the results from these contributions. 
2
Schemes and scenarios studied

We have studied Inter-NodeB SF-DC Aggregation with uniform and non-uniform loading. For each loading assumption, there are two scenarios, one with 100% SF-DC UE penetration and the other with 30% SF-DC UE penetration. In each contribution of [2] through [5], the regular 3-cell Node B deployment (Macro scenario) is studied. Performance shown in the contributions is with PA3 channel.  
The following table shows the scenario and the corresponding contributions. 
Table 1: Schemes and scenarios studied in the contributions
	
	Uniform Loading
	Non-uniform Loading

	100% SF-DC UE Penetration
	R1-111538 ([2])
	R1-111540 ([4])

	30% SF-DC UE Penetration
	R1-111539 ([3])
	R1-111541 ([5])


3
Modelling of RLC and Flow Control

3.1
RLC modelling

To implement Inter-NodeB scheme, RLC sender at the RNC is required to distinguish RLC sequence number gaps caused by flow control skew to the NodeBs from the genuine over the air losses in order to avoid excessive retransmissions. The the RLC sender algorithm is summarised below (a detailed description of the RLC modelling can be found in [6].) 

1. A mapping is maintained between each RLC packet sent for the first time and the cell this RLC packet was sent to 

2. For every Status PDU received, the Steps of 3 to 5 are executed. 

3. The list of sequence number gaps is updated. Some of existing gaps may be filled, reduced or divided into multiple gaps. Some new gaps may be added.  

4. LSN for each cell is inferred based on the Status PDU and mapping in Step 1

5. For each sequence number gap, RLC transmitter shall distinguish whether it is a genuine loss or skew

a. For data never retransmitted, the gap is compare with the LSN of the cell to which it was sent

i. if Seq # of the gap < LSN, the gap is a genuine loss

ii. if Seq # of the gap > LSN, the gap is due to skew

b. For data retransmitted, the gap is considered as a genuine loss

6. RLC retransmission procedure: 

a. For a packet lost genuinely 
i. Immediately retransmit the packet 

b. For a gap due to skew:

i. A timer called RetransmissionDelayTimer is started, if the gap is new; otherwise, find the old gap which contains this gap and set this timer value to be the same as that of the old gap

ii. If the gap is not filled in full when RetransmissionDelayTimer expires, RNC will retransmit the data in the remaining gap
3.2

Flow Control Modelling
A sketch of the flow control algorithm is described below (A detailed description of the flow control algorithm can be found in Appendix A of [2]).
· The following flow control modeling is for all UEs
· Each serving Node B generates the flow control request every 60ms
· The amount of data to request is calculated to maintain a tight range of Node B queuing delay
· RNC treats the Node B request as credits
· Based on the credits, RNC can send data to Node B whenever there are data available
· In addition, Inter-NodeB scheme requires the following flow control features
· When the RNC needs to send data to both Node Bs but does not have enough data to fill the total amount of the two credits, the RNC sends data to each Node B in proportion to its credits
· Prioritization among the UEs: if a Node B contains the secondary serving cell for a SF-DC UE, RNC will not forward data to this cell whenever there are data for any legacy UEs in this cell or for any UEs using this cell as the primary serving cell. 
4
Summary of Simulation Results 

In this section, we will summarize and compare the results for different schemes and scenarios. 

First a few terms are defined for the ease of discussion: 

1. Load of each cell is measured by the number of users in that cell.
2. Offered-load of each user is its required data rate; it is calculated as the ratio of the average file size to average inter-arrival time; in our simulation framework[1], it is found to be 200 kbps. 
3. A UE is in outage if its average burst rate is lower than its offered load of 200 kbps.
4. A UE in SF-DC is a UE which is capable of the SF-DC feature and is located in the softer or soft handover region.
5. Primary UEs in a cell include the legacy UEs and those SF-DC UEs who have this cell as their primary serving cell; secondary UEs in a cell are those SF-DC UEs who have this cell as their secondary serving cell.

4.1


Impacts on Legacy UEs
The scenarios with 30% SF-DC capable UE and 70% legacy UEs are simulated to evaluate the impact from deploying SF-DC schemes on the legacy UEs. Here the baseline is the case where SF-DC is not enabled, i.e., all the UEs, including both the legacy UEs and the SF-DC capable UEs receive data only from their sole serving cell. When SF-DC is enabled, the users that are SF-DC capable receive data from two cells if they are in soft or softer handover regions. The impact on the legacy UEs can be studied from the CDF of the burst rates achieved by the legacy UE in a baseline system and the same system with SF-DC enabled. 
From the simulation results, the following is observed: 
Observation 1 The impact to legacy UE’s is marginal when SF-DC is enabled. At the same time, the burst rates of the SF-DC capable UEs increase with aggregation. 
As a corollary to Observation 2, the system fairness improves with SF-DC. Here system fairness is measured by the steepness in the CDF of normalized burst rates. 
Observation 2 is a direct consequence of the prioritization scheme. For Intra NodeB case, primary UEs have absolute priority over secondary UEs, while for Inter NodeB case, RNC would stop forwarding secondary UEs’ data if primary UE is present. Other scheduling algorithms are possible. The prioritization between the primary and secondary UEs can be configured differently to trade-off the SF-DC gain and impact from SF-DC Aggregation on the legacy UEs. In doing so, the legacy UEs close to the cell may experience small losses in return for boosted SF-DC gain by the cell edge UEs. 
4.2


Uniform Loading vs Non-uniform Loading
Under non-uniform loading, the SF-DC UEs in the heavily loaded cells can effectively off-load their traffic to the more lightly loaded neighboring cells. This capability of cross-cell dynamic load balancing is one important use case for SF-DC. 
In our simulations, three cells in the center of the 57-cell system are loaded by three times as many users per cell as the other cells. 

Observation 2 The gain from SF-DC Aggregation is consistently higher in the highly loaded cells than in a cell in a uniformly loaded system. 
Moreover, the gap in the gain increases with load and becomes dramatic at high load. For example, with 100% SF-DC penetration, at a high load of 36 UEs/cell, the SF-DC gain is negligible under uniform loading; but if a center cell is loaded to the same level under non-uniform loading, a soft handover UE there can achieve a gain in excess of 100%[7]. This is because of the following important trend. 
Observation 3 Although SF-DC gain for UEs decreases with load under uniform loading, the SF-DC gain in the heavily loaded cells increases with load under non-uniform loading. 

The reason is, with non-uniform loading, the service from the secondary serving cell decreases much more slowly with increasing load since the neighboring cells are much less loaded. Thus, as load increases, a SF-DC UE in the heavily loaded cell receives an increasing portion of its total service from its lightly loaded secondary serving cell. Here is a simple example. When a center cell is 30% loaded, its non-center neighboring cell is only 10% loaded, the ratio of time slots a SF-DC UE can be scheduled in the center cell to those in the neighboring cell is (100%-30%)/(100%-10%)=7/9. When the center cell is 90% loaded, the neighboring cell is only 30% loaded, the same ratio becomes (100%-90%)/(100%-30%)=1/7. To keep the analysis simple, we have ignored the role of the scheduling algorithms and non-ideal flow control. Those could affect the absolute gain at a given loading level but would not change the trend of increasing gain as load increases. 
4.3


 The Impact of Realistic RLC and Flow Control 
From the simulation, we observed that, for all cases, the RLC retransmission rate is small. Rare occurrence of RetransmissionDelayTimer expiration is seen when network is heavily loaded, and the impact on throughput degradation is negligible. Through the simulation, no RLC window limitation (stalling) is observed.

Observation 4 The impact from the RLC skew is minor. The extra RLC retransmissions due to the expiration of the RetransmissionDelayTimer are negligible.  
Compare the results with the scenarios assuming ideal RLC and flow control ([7]-[10]), Inter NodeB UEs with realistic RLC and flow control sees smaller burst rate gain when network is heavily loaded. For example, compare Table 2 from [2] with Table 2 from [7], the burst rate gains for Intra NodeB UEs remain the same. The gain for Inter NodeB UEs drops, especially when network is heavily loaded. This is because when the network is loaded, the data transmission of Inter NodeB SF-DC UE on its secondary serving cell can be frequently interrupted by primary UEs. As a consequence, the data on the secondary serving cell temporarily halts. However, this impact can be mitigated by reducing the time constant of the Proportional Fair scheduler.    
Table 2: Mean Burst Rate Gain with Realistic RLC and Flow Control (Table 2 of [2])

	
	Burst Rate Gains (%) 

	Users/Cell
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1

2

4

8

16

32
	9.0

10.3

7.3

4.8

0.5

0
	0

-0.2

-0.5

-0.8

-1.4

0
	46

43

38

34

20

1.4
	25

27

23

20

5.8

0


Table 3: Mean Burst Rate Gain with Ideal RLC and Flow Control (Table 2 of [7])
	
	Burst Rate Gains (%) (PA3)

	Users/Cell
	All UEs
	Softer HO UEs
	Soft HO UEs

	1
	11.2
	46
	33

	2
	10.7
	43
	32

	4
	9
	41
	30

	8
	6.6
	34
	27

	16
	3.8
	22
	19

	32
	0
	2.5
	0


5. 
Conclusions

The simulations in [2] through [5] show that Inter-NodeB SF-DC Aggregation with a realistic model of RLC and Flow control provides promising gains in both user experience and system load balancing. 
Observation 1 The impact to legacy UE’s is marginal when SF-DC is enabled. At the same time, the burst rates of the SF-DC capable UEs increase with aggregation.
Observation 2 The gain from Inter-NodeB SF-DC Aggregation is consistently higher in the highly loaded cells than in a cell in a uniformly loaded system. 
Observation 3 Although SF-DC gain for UEs decreases with load under uniform loading, the SF-DC gain in the heavily loaded cells increases with load under non-uniform loading. 

Observation 4 The impact from the RLC skew is minor. The extra RLC retransmissions due to the expiration of the RetransmissionDelayTimer are negligible.  
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