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Discussion
1 Introduction

A number of contributions were presented on system performance evaluation of MP-HSDPA operation during previous RAN1 meetings and the first version of TR was approved in [1]. For SF-DC aggregation operation, we presented some initial system simulations and analysis on Inter-NodeB SF-DC aggregation in [2], and Intra-NodeB SF-DC Aggregation in [3] - [6]. In order to facilitate discussion, this paper is to give a brief summary of SF-DC system simulation performance.
2 Summary of system simulation results
In our system simulation assumptions, considering DL scheduling, Class B UEs have the absolute lower priority than Class A UEs, which aims to ensure Class B UEs only be scheduled when the cell has available resources. Therefore, it could be found that legacy users will not suffer data loss by SF-DC scheduling for 30% penetration ([4] and [6]). Generally, the used prioritisation mechanism will result in a trade-off between the performance of legacy users and SF-DC users.
	DL Scheduling
	The companies should describe the scheduling used. One example scheduling approach described below

· For Intra-NodeB aggregation, a single scheduler is assumed.

· For Inter-NodeB aggregation, the scheduler at each cell is independent without any information exchange. 

· For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is the classic PF metric: Rreq, i,k/( αi,k Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate and αi,k is a scaling factor. 

· For each cell, two classes of UEs are defined during scheduling,

· Class A: UEs that have this cell as serving (via strongest link).

· Class B: UEs that do NOT have this cell as serving (via weaker link).

· Class B UE has absolute lower priority compared with a class A UE unless the class B UE has pending retransmission in which case it will be treated the same as a Class A UE.


Observation 1: Legacy users will not suffer data loss by SF-DC scheduling if Class A UEs have the absolute priority.
For uniform loading scenarios in [2], SF-DC aggregation can achieve burst rate gains of about 27% - 40% for softer HO users and about 20% - 30% for soft HO users. The gain decreases with increasing user number per cell because of less available resources for SF-DC scheduling.
Observation 2: For uniform loading scenarios, the burst rate gain decrease with user number per cell increasing.
Compared with 100% penetration, there is less burst rate gain of softer/soft HO users for 30% penetration, as the ratio of SF-DC scheduling users reduces. For example, there is about 36% burst rate gain for softer HO UE for 100% penetration, while there is only about 17% gain for 30% penetration. However, if we only take SF-DC scheduling users for comparison, the gain is similar for both penetration cases.
It should be noted that in current system simulation assumptions, the R1a is 6 dB in soft handover parameters, there are 35% users in soft handover region and 10% users in softer handover region. Since the assumed parameter is to some extent higher than practical network used, the average gain is higher in system simulation environment.
Observation 3: Burst rate gain of softer/soft HO users is less for 30% penetration than for 100% penetration.

For non-uniform loading scenario, the burst rate gain is significant. Taking Inter-NodeB SF-DC [2] and Intra-NodeB SF-DC [5] for instance, the burst rate gain can be seen in the following table with 8 users per cell (24 users per cell of heavily loaded cells).
Table 1: Burst rate gain for non-uniform loading (8 users/cell)

	Inter-NodeB SF-DC
	100% penetration
	30% penetration

	burst rate gain for soft HO users
	23%
	9%

	burst rate gain for soft HO users in heavily loaded cells
	25%
	9%

	Intra-NodeB SF-DC
	100% penetration
	30% penetration

	burst rate gain for softer HO users
	37%
	14%

	burst rate gain for softer HO users in heavily loaded cells
	55%
	15%


However, the trend of the burst rate gain for soft/softer HO users is not as regular as uniform loading scenario. When user number is small, the burst rate gain decreases as long as user number grows, which is similar to uniform loading scenario. While when the user number is large enough, SF-DC users will not get sufficient scheduling on primary serving cell as these cell are heavily loaded, then SF-DC users will benefit a lot on lightly loaded cell and the gain increase as long as user number grows. 
For example in intra-NodeB SF-DC aggregation [5], the burst rate gain for softer HO user decrease when user number per cell is less 12, and the burst rate gain increase as user number per cell is more than 12.
Besides the above analysis, it is also thinking some SF-DC users may not benefit from SF-DC scheduling if the secondary serving cell is heavily loaded cell 0 or cell 1 or cell 8. Since heavily loaded cells may not provide available resources when the user number per cell is large, it will affect average burst gain to some extent. 
Observation 4: Significant burst rate gain for non-uniform loading scenarios whereas no obvious gain difference compared with uniform loading scenario.
As a general conclusion, it is seen substantial gains for the average user burst rate with SF-DC. However, so far the simulation results only consider ideal RLC layer and Iub flow control. Since especially inter-NodeB SF-DC aggregation would introduce additional complexity to network [7], a more realistic modeling of RLC layer and Iub flow control is needed.
Observation 5: Evaluations with practical RLC layer and Iub flow control shall be further studied for Inter-NodeB scenario.

3 Conclusion
In this paper, we gave a summary and brief analysis of system simulation results of SF-DC aggregation. In summary, we have the following observations:
Observation 1: Legacy users will not suffer data loss by SF-DC scheduling if Class A UEs have the absolute priority.
Observation 2: For uniform loading scenarios, the burst rate gain decrease with user number per cell increasing.
Observation 3: Burst rate gain of softer/soft HO users is less for 30% penetration than for 100% penetration.

Observation 4: Significant burst rate gain for non-uniform loading scenarios whereas no obvious gain difference compared with uniform loading scenario.
Observation 5: Evaluations with practical RLC layer and Iub flow control shall be further studied for Inter-NodeB scenario.
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