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1 Introduction

How the soft buffer should be defined has been discussed in RAN1 since RAN1 meeting #63. A very large set of possible schemes has been proposed for how to define the soft buffer. In the latest attempt to narrow down the scope of which type of approach to consider we should either standardize a scheme 

· where the eNB encodes the transport blocks assuming more soft buffer memory than the UE has and specify UE how the UE should discard the soft buffer bits it can not save or

· equally split the soft buffer memory per DL cell and assume the same split in both the eNB and UE side (with the possibility of a more advanced scheme in Rel-11). 

In this contribution we try to consider these different aspects and how they apply for different UE categories and number of aggregated DL cells. An additional aspect when defining the soft buffer for Rel-10 UE categories 6, 7 and 8 is that the solution needs to be backward compatible in the sense that these UE categories can operate in a network of an older release.
2 Discussion

2.1 Soft buffer handling approach

Considering the different soft buffer approach the first one is an equal split of the soft buffer between all CC, such an approach can be defined as below
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where:

Nsoft is the total number of soft channel bits 36.306.

[image: image2.wmf]DL

cells

N

 is the number of cells configured by higher layers for the UE.
KMIMO is equal to 2 if the UE is configured to receive PDSCH transmissions on the nc-the cell, based on transmission modes 3, 4, 8 or 9 as defined in section 7.1 of 36.213, 1 otherwise.

This is a direct extension of the Rel-8 FDD based soft buffer solution and is also similar to how the soft buffer is defined in HSDPA. Concerns have been raised that the definition is too restrictive when there is a large difference in bandwidth or number of support layers for betweens CCs. Different solutions have been highlighted for this ‎[4]

 REF _Ref292435833 \r \h 
‎[7]

 REF _Ref292435835 \r \h 
‎[8]

 REF _Ref292435837 \r \h 
‎[9], it has however been difficult to agree on any of these solution, and consequently to limit the discussion these options would fall under the possibility of a more advanced scheme in Rel-11.

The second and third scheme is based on that the eNB encodes the transport blocks assuming more soft buffer memory than the UE has and specify how the UE should discard the soft buffer bits it can not save. A sub-scheme that is based on this aspect is a soft buffer overbooking approach similar to TDD in Rel-8‎[4], extended to the carrier aggregation scenario. 

Soft buffer overbooking was introduced in Rel-8 for certain TDD configurations and has recently been considered for supporting Rel-10 carrier aggregation. The proposal can be effective if the probability of soft buffer blocking probabilities are negligible (e.g., <1%). Two previous analytical models on the blocking probabilities have been introduced based on different UE receive buffer implementation assumptions ‎[1]

 REF _Ref292264663 \r \h 
‎[2]. However, the fundamental assumptions for both analyses are that each codeword can be are correctly or incorrectly decoded independently of each other and the BLER can be controlled perfectly and consistently.

As pointed out in ‎[3], in reality, interference is rather time-varying and cannot be estimated perfectly (as assumed in ‎[4]

 REF _Ref292264696 \r \h 
‎[5]) particularly in low and medium loaded networks or in the presence of strong beamforming operations. Furthermore, CSI feedback is not always reliable, which can cause the eNB to schedule with MCS/rank that cannot be correctly received by the UE. Consequently, short-term BLER during such inaccurate link adaptation periods can be substantially different than the long-term BLER targets and the available soft buffers can fill up quickly. For instance, with Ncc=2 and KMIMO=1, 8 HARQ buffers can be occupied even before the eNB receives the first A/N feedback. with Ncc=2 and KMIMO=2, 16 HARQ buffers can be occupied even before the eNB receives the first A/N feedback.

It is therefore necessary to modify the idealized single-state model ‎[1] for the codeword decoding error statistics where the decoding success or failure of the latest codeword has no bearing on the decoding probability of the immediate next codeword. To investigate the impact of bursty codeword decoding error behaviors on soft buffer overbooking, a minimal extension with two states is proposed to account for correlations in codeword decoding errors. In this modeling approach, a state C represents a state where the latest codeword was decoded correctly and another state E represents a state where the latest codeword was decoded incorrectly. It is then possible to assign appropriate probabilities such that decoding errors are more likely to occur following a codeword error and less likely to occur following a decoding success. The following three examples illustrate this two-state modeling approach.
The model illustrated in Figure 1(a) is equivalent to those assumed in ‎[1]

 REF _Ref292264663 \r \h 
‎[2]: BLER is always 0.15 regardless the latest decoding outcomes. The state transition probabilities are characterized by the following transition matrix:
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In the models shown in Figure 1 (b) and (c), decoding errors are more likely to occur following a codeword error and vice versa. The short-term BLERs in the E state are set to 0.70 and 0.97, respectively, in these two models. The state transition matrices are given by
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For all three models shown in Figure 1, the long-term BLER is identical to 0.15 because
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 for k = 1, 2 and 3.

Samples traces of 1000 decoding outcomes for the three codeword decoding error models are shown in Figure 2. For the static model M1 with BLERLT = BLERST = 0.15, the decoding errors are distributed uniformly in time. This is the model that has been used in previous study of blocking probabilities and can lead to rather optimistic conclusions. The sample traces for model M2 and M3 exhibit the bursty decoding errors that are observed in actual system operations. Such clustering of codeword decoding errors has significant implication on the blocking probabilities of overbooked soft buffers. 
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(a) Model with BLERST=0.15
(b) Model with BLERST=0.70
(c) Model with BLERST=0.97
Figure 1 Three codeword decoding error models with different short-term BLERs but an identical long-term BLER of 0.15. State C represents a state where the latest codeword was decoded correctly. State E represents a state where the latest codeword was decoded incorrectly.
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Figure 2 Sample traces of 1000 decoding outcomes for three codeword decoding error models.
Evaluation results for soft buffer overbooking are shown in Figure 4 to Figure 8. For both TDD and FDD a high blocking probability is observed, in all cases it is above 10% if we consider a rank decoding error probability of 0. 1% and in most cases it is even higher. This will lead to lower DL throughput compared to no soft buffer overbooking.

The third possible scheme is to utilize the UE instantaneous soft buffer which has the full mother code rate at the same time as the eNB schedules assuming that the UE has more soft buffer memory than it actually has. The fundamental problem is that the UE has in principle too little soft buffer, and the UE will therefore need to discard some part of the received soft channel bits. 
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Figure 3: Rate matching using the UEs instantaneous soft buffer

In order for the eNB to employ a common scheduling strategy for all UEs, it is important that all UEs behave in the same manner. It is therefore required that it is specified which soft channel bits the UE should save. This is similar to how FDD in Rel-8 is specified. It is also partly similar to how TDD in Rel-8 specified where it is known to the eNB which soft channel bits are saved in case the UE saves any soft channel bits at all for a given HARQ process. To retain the best performance the UE should first save its systematic bits and then save parity bits on any remaining soft buffer memory. The UE should save the bits in the contiguous manner as described in the evaluations in ‎[5] to simplify implementation both in the eNB and UE side.

2.2 Relation to UE categories

In practise however it is not directly possible to apply any of the solutions highlighted directly on all UE categories without considering the different conditions for each UE category. The soft buffer sizes should be defined for up to 5 CCs for all UE categories, as the core specifications should support carrier aggregation for up to 5 CCs. In a similar manner it is also possible for all UE categories to support up to 8 layers, as indicated in ‎[6].

For UE categories 1-5 in case a single CC is configured, the UE categories needs to behave as a Rel-8 UE and consequently the soft buffer handling can not be changed. In case these UE categories perform carrier aggregation the eNB should assume the same soft buffer size in the encoding process as if they where configured with 1 CC. The UE should assume a soft buffer size when saving the soft channel bits that is divided equal per carrier. The UE should start to save its soft channel bits starting from systematic bit 0 and stopping at the bit where there is no more soft buffer memory left for that code block to save, assuming that the UE should be able to save all code blocks for all HARQ processes on all carriers with highest possible TB. 

For category 6 and 7 the total number of soft channel bits should be slightly adjusted to be that of double amount of category 4, i.e. 3654144 soft channel bits. This is to limit the number of test associated with the UE category but also to make the UE category more backwards compatible to category 4. Considerations should further be made to if the UE categories support a maximum of (2 layers or less) or (4 or more layers) per CC. 

In case the UE category supports a maximum of 2 layers or less, the eNB should always assume a soft buffer size of 1827072 bits per carrier independent from how many carriers the UE aggregate. This is the same amount of soft buffer memory a category 4 UE has per carrier. The UE should assume a soft buffer memory of 1827072 bits per carrier for in case it aggregates one or two carriers. Note, that this corresponds to how much soft buffer memory the UE actually has. In case the UE is aggregating 3, 4 or 5 carrier the UE should divide its total number of soft channel bits equal among all carriers. It should further discard its soft channel bits according to the same scheme as for UE categories 1-5 when it is aggregating more than 1 CC. 

In case the UE category supports a maximum of 4 layers or more the eNB should always assume a soft buffer size of 3654144 bits. The UE should assume a soft buffer size that is equally divided among all its aggregated carriers. In case the UE aggregates more than one carrier the UE should further discard its soft channel bits according to the same scheme as for UE categories 1-5 when it is aggregating more than 1 CC. 

For category 8, both the eNB and UE should assume that the total number of soft channel bits is always divided equally for all carrier independent from how many carriers the UE aggregates. Note, that this corresponds to how much soft buffer memory the UE actually has.

The proposed soft buffer handling for the different UE categories is summarised in tables 1 and 2.

Table 1: eNB encodes the transport block(s) assuming the following soft buffer size per DL cell

	UE category
	Total number of soft channel bits
	eNB encodes the transport block(s) assuming the following soft buffer size per DL cell

	 
	 
	Ncc=1
	Ncc=2
	Ncc=3
	Ncc=4
	Ncc=5

	Cat 1
	250368
	250368
	250368
	250368
	250368
	250368

	Cat 2
	1237248
	1237248
	1237248
	1237248
	1237248
	1237248

	Cat 3
	1237248
	1237248
	1237248
	1237248
	1237248
	1237248

	Cat 4
	1827072
	1827072
	1827072
	1827072
	1827072
	1827072

	Cat 5
	3667200
	3667200
	3667200
	3667200
	3667200
	3667200

	Cat 6,7
	3654144
	1827072*
3654144**
	1827072*
3654144**
	1827072*
3654144**
	1827072*
3654144**
	1827072*
3654144**

	Cat 8
	35982720
	7196544
	7196544
	7196544
	7196544
	7196544


*) Maximum of 1-2 layers is supported by the UE, **) Maximum of 4-8 layers is supported by the UE
Table 2: UE stores received bits for a transport block(s) in its soft buffer assuming the following soft buffer size per DL cell
	UE category
	Total number of soft channel bits
	UE stores received bits for a transport block(s) in its soft buffer assuming the following soft buffer size per DL cell

	 
	 
	Ncc=1
	Ncc=2
	Ncc=3
	Ncc=4
	Ncc=5

	Cat 1
	250368
	250368
	125184
	83456
	62592
	50073

	Cat 2
	1237248
	1237248
	618624
	412416
	309312
	247449

	Cat 3
	1237248
	1237248
	618624
	412416
	309312
	247449

	Cat 4
	1827072
	1827072
	913536
	609024
	456768
	365414

	Cat 5
	3667200
	3667200
	1833600
	1222400
	916800
	733440

	Cat 6,7
	3654144
	1827072*
3654144**
	1827072
	1218048
	913536
	730828

	Cat 8
	35982720
	7196544
	7196544
	7196544
	7196544
	7196544


*) Maximum of 1-2 layers is supported by the UE, **) Maximum of 4-8 layers is supported by the UE
In the discussion of the soft buffer solution, one has also to consider to make the soft buffer design backward compatible. This is particular an issue for category 6, 7 and 8, which are signalling both a category 1-5 and a Rel-10 UE category. This is an issue as it is important for the eNB and UE to have the same understanding of how many soft channel bits are available when rate matching and correspondingly de-rate matching with the LBRM. This can be done in a backward compatible way if the UE assumes its cat 1-5 soft buffer size as default until the UE is configured by RRC to use its Rel-10 soft buffer size.

3 Conclusion

In this contribution we have presented our views on the soft buffer design for Rel-10. Based on this we propose: 

· The UE will receive Ncb number of soft channel bits after de-rate matching every code block, where Ncb is defined according to section 5.1.4.1.2 in 36.212, assuming Nsoft(NCC) as defined in Table 1.

· In case the UE fails to decode the received transport block, the UE shall store the NcbUE number of soft channel bits for every received code block in its soft buffer, where NcbUE follows from NsoftUE(Ncc) as defined in Table 2. 

· The UE stores at minimum the soft channel bits 0…NcbUE-1 from the Ncb soft channel bits

· In case Ncb>NcbUE the UE can discard the remaining soft channel bits that it can not store

· This does not prevent the UE from storing more soft channel bits

· The Table 1 is adopted for both FDD and TDD for the eNB to determine Nsoft in section 5.1.4.1.2 in 36.212 when its transmits PDSCH, where Ncc corresponds to the number of configured DL cells.
· The Table 2 is adopted for both FDD and TDD in order for the UE to determine the total number of soft channel bits NsoftUE(Ncc) per DL cell, where Ncc corresponds to the number of configured DL cells.
· A category 6/7 UE should be handled differently depending on whether it supports either a maximum of 1-2 layers or 4-8 layers, in accordance with Table 1 and Table 2.
· The maximum number of layers the UE support is given by the RRC parameter supportedMIMO-CapabilityDL-r10 in the UE capability signalling.
· A UE of category 6, 7 and 8 should assume the soft buffer size of its Rel-8 UE category as default and can be configured by RRC either to use its Rel-8 UE category soft buffer size or its Rel-10 UE category soft buffer size. 
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Figure 4 Blocking probabilities of FDD Cat 3/4 with Ncc=2 and KMIMO=1. 
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Figure 5 Blocking probabilities of FDD Cat 3/4 with Ncc=2 and KMIMO=2. 
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Figure 6 Blocking probabilities of TDD U/L configuration 2, Cat 3/4 with Ncc=2 and KMIMO=2.
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Figure 7 Blocking probabilities of TDD U/L configuration 4, Cat 3/4 with Ncc=2 and KMIMO=2.
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Figure 8 Blocking probabilities of TDD U/L configuration 5, Cat 3/4 with Ncc=2 and KMIMO=2
_1361873972.unknown

_1362490003.unknown

_1362897978.unknown

_1362897850.vsd
C


E


0.9717


0.9950


0.0050


0.0283



_1361873981.unknown

_1362489946.vsd
C


E


0.7000


0.9471


0.0529


0.3000



_1356181899.unknown

_1361873752.vsd
C


E


0.1500


0.8500


0.1500


0.8500



_1353396644.unknown

