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1
Introduction

There are some discussion on the scenarios and solutions for aggregation of LTE and HSPA. To our understanding, the motivations are mainly to achieve better inter-RAT load balancing and improve peak rate of UE in certain scenarios. Various solutions are also provided with different data splitting and combining point.

In this contribution, we try to provide additional consideration of possible scenarios and benefits. And analysis of the requirements of potential solutions is also provided.

2
Discussion

2.1
Scenarios and benefits
We think the basic requirements of aggregation of LTE+HSPA are based on the following observations:
Observation 1: HSPA network will not be taken place by LTE or any other RAT in short term. The migration is step by step. that means HSPA will co-exist with LTE for a long time. 
Observation 2: Depending on single RAT network can’t meet the mobile data blossom requirement in the near future.LTE peak rate depends on the amount of spectrum. Due to spectrum limitation, e.g. when the bandwides is less than 10Mhz, user peak rate will be limited compared to HSPA. 
Observation 3: LTE may  firstly be deployed at hotspot, and/or urban coverage to provide high speed PS access, while HSPA has a wider coverage.
Based on the observation above, following benefits can be achieved with carefully designed solution(s):
· In scenarios of limited LTE spectrum, dual radio capable UE can utilize LTE and HSPA spectrum to achieve higher peak data rate. Especially, at LTE cell edge, due to ICIC/eICIC, available peak rate are even much smaller. Aggregation of HSPA and LTE spectrum can improve the situation. 
· One UE can utilize both RAT’s advantage at the same time. For example, a smart phone may have CS/PS service simultaneously. The network can transmit CS data via HSPA while keep high speed downloading service in LTE. By this means, UE have better CS experience, without significant impact to HSPA cell load. 
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Figure 1: CS data via HSPA while high speed PS data via LTE

· More flexible load balancing: with the aggregation of LTE+HSPA, the traffic load of one UE can be divided into two RATs at the same time. Compared to inter-RAT handover, this kind of load balancing can minimize the bandwidth “fragment”. Following figures shows the concept. Thus, more resource efficiency can be achieved. This benefit depends on the amount of single UE’s resource requirements. 
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Figure 2: without aggregation, part resources are spared
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Figure 3: with aggregation, UE5 can use resources of LTE/HSPA cell simultaneously
Scenarios maybe suit for LTE+HSPA aggregation 
Scenarios1:
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In this scenarios, the coverage of LTE and UMTS(HSPA) are same. The dual radio UE can use resources of LTE and UMTS(HSPA) cells simultaneously when it enters this zone. 
Scenarios2:
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In this scenario, part of the coverage is overlap. That means UE can’t be served by aggregated LTE/HSPA all the time. So when and how to trigger simultaneously transmission between LTE and HSPA should be considered.
Scenarios3:
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In this scenario, the LTE cell is deployed at the hot pot and maybe it is a microcell even picocell to help the base network(HSPA) load balance and achieve more data throughput. But the LTE and/or HSPA pico cell in the composite RAN will potentially cause the inter band interference to the HSPA and/or LTE macro cell. Therefore, it is necessary for RAN1 to send a LS to RAN4 for the co-existence study.
2.2
Considerations on solutions

There are various solutions to address the requirements in different scenarios discussed above. It is believed that the key point of the solution architecture is the location of data splitting/combining function. Possible data splitting point ranges from CN node by splitting IP flow, to RAN node at PDCP/RLC/MAC layer. Accordingly, performance and impact to specification also varies. 
Generally, the higher layer the data splitting/combining point locates in, the less complexity and impact to specification will be, at cost of performance. On the contrary, lower layer data splitting/combining caused better performance at the cost of complexity.
In addition, to choose a suitable solution, at least following issues should be carefully considered. 

The first issue is whether we need inter-site aggregation or only intra-site aggregation. Intra-site aggregation is less complex and less impact to specification compared to inter-site aggregation. But in order to protect operator’s existing investment of HSPA network, inter-site aggregation shall be considered. Of course this decision shall be made by operators. If inter-site aggregation is required, solutions shall be carefully considered to avoid too much requirements to inter-site interfacing, especially the transmission delay between two sites. According to existing study, the reality minimum delay between two sites is about 10ms or more. So, a reasonable solution shall take this into account without compromise of performance.

The second issue is that whether one IP flow will be transmitted on one RAT or two RATs simultaneously. This issue is mainly related to TCP performance and requirement for packet re-ordering. If one IP flow can be transmitted on both RATs, re-ordering function should be provided at or above data combining point. Otherwise, out of order TCP packets will cause misbehavior in receiver side and eventually cause the sender slow down transmission rate due to TCP flow control mechanism. On the other side, if one IP flow is limited to be transmitted on only one RAT, it will not benefit from the aggregation gain.

The third issue is the rule of cell load and radio link quality in scheduling decision. To achieve load balancing performance, scheduler shall take each involved cell’s load into account to make reasonable data flow splitting decision.  This is not a problem for intra-site aggregation. But for inter-site case, how frequent the cell load information shall be exchanged shall be considered. Another issue is whether average radio link quality or instantaneous link quality shall be measured for scheduling decision in inter-site case. Instantaneous CQI exchange between sites may bring better performance, but also brings complexity and delay requirements to inter-site interfacing. 
The fourth issue is that whether the anchor system can only be one of LTE and HSPA, or both. The anchor system is regarded as one which host RRC and connection to core network, thus the data splitting also located on anchor site. Which RAT plays as anchor system depends on which one has larger coverage, in order to alleviate the mobility complexity/overhead. It’s hard to foresee by now that LTE coverage will not get advantage over HSPA’s when the migration procedure moves on. Thus, either LTE or HSPA as anchor shall be studied and significant difference of solutions for these two RATs as anchor shall be avoided, to minimize the specification effort. Meanwhile, the difference between LTE/HSPA specifications should be taken into account.
The fifth issue is how to guarantee QoS in inter-site aggregation. This depends on whether one scheduler shared by two RATs or each has independent scheduler. In later case, if one data flow is transmitted on two RATs simultaneously, QoS parameter may also needs to be split along with the splitting of RB flow. If there is only one shared scheduler, the secondary RAT acts passively to anchor RAT’s requirement, and QoS guarantee seems simpler. In any cases, frequent control information exchange between two sites shall be avoided.
The sixth issue is UL L1/L2 feedback. Several factors need to be considered. Factor 1 is UE’s UL TX power limitation. For the sake of UE’s UL TX power, one UL link feedback at a time is in favor. Factor 2 is possible in-device interference caused by 2 simultaneous UL transmissions. Factor 3 is the impact to scheduling. For the performance of inter-site aggregation, L1/L2 feedback may needs to be received by scheduler on time. In conclusion, we think the preferred decision depends on RAN4’s study on in-device interference in this case, and study on the impact to scheduling. Following solutions may be possible: only one UL L1/L2 feedback, each RAT transmits L1/L2 feedback independently with TDM bases interference avoidance solution, and last, each RAT transmits L1/L2 feedback independently without interference avoidance.
3
Conclusion

In the discussion above, we provide scenarios and possible solution consideration. Server factor are analyzed to evaluate candidate solution. And we can see that different solutions are related to different WGs. Our suggestion is to involve related WGs to study requirements and potential solutions.
And RAN4 should be invited to give evaluations on the related RF scenarios.
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