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1. Introduction
Most of the discussion and simulation efforts in the latest CoMP SI are centered on downlink CoMP, in which multiple eNode-Bs work in cooperation via backhaul links to enhance downlink throughput. In [1] for example, the following deployment scenarios are assumed for the SI:
1. Homogeneous network with intra-site CoMP

2. Homogeneous network with high Tx power RRHs 

3. Heterogeneous network with low power RRHs within the macro-cell coverage; transmission/reception points created by the RRHs have different cell IDs as the macro-cell

4. Network with low power RRHs within the macro-cell coverage where the transmission/reception points created by the RRHs have the same cell IDs as the macro-cell.
In uplink CoMP, multiple eNode-Bs in cooperation receive signals from a UE and they exchange decoded or un-decoded signals via the backhaul links to the serving eNode-B, which performs some joint processing of the aggregate received signals [2]. Simulation results have shown gains for uplink CoMP [3-4], which should be further investigated. Unlike its downlink counterparts, support of uplink CoMP is expected to have very limited impact on the RAN1 specifications [5]. Furthermore, new deployment scenarios such as HetNet present some interesting use cases for uplink CoMP, as shown in Figure 1. Assuming that the RSRP bias (=0dB, the UE is served by a macro-cell (a) but suffers less pathloss to the low-power cell (b), so that (b) receives stronger uplink power than macro-cell (a) does. If uplink CoMP is not supported, this may result in large interference to the low power cell since uplink power control is determined by macro-cell (a). With uplink CoMP, this interference experienced by the low power cell (b) instead become useful information by macro-cell (a) through backhaul exchanges. In addition, due to its transparency to the RAN1 specifications, legacy UEs compliant to Rel-8/9/10 can also benefit from uplink CoMP.
· Uplink CoMP can be supported with minimal RAN1 specifications impact.

· Uplink CoMP has shown gains and should be further investigated
· Uplink CoMP can be beneficial to HetNet deployment
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Figure 1 – UE connected to a macro-cell (a) but suffers less pathloss to low power cell (b), so that (b) receives better uplink signals than (a) does
In [7] several issues with respect to uplink CoMP have been raised, and these are summarized in Table 1 against different deployment scenarios. In our view, backhaul latency has the biggest impact on the usefulness of uplink CoMP due to the strict UL non-adaptive HARQ synchronicity requirement [6], which can range from negligible amount of time for scenarios 2-4, to a few tens of ms for typical intercell X2 latency [5]. In this contribution we present several opportunistic uplink CoMP schemes that are suitable for multi-codeword transmission for both very low and typical backhaul latencies.
· Uplink CoMP is sensitive to backhaul latency due to non-adaptive HARQ timing requirements
Table 1 – Uplink CoMP considerations based on [7]
	Scenario
	Backhaul Latency
	Backhaul Capacity
	Timing Misalignment§ 
	SRS Errors¶ 
	Sensitivity to TA values¤ 

	1
	N/A
	N/A
	Negligible
	More
	Negligible

	2
	Few μs [5]
	High 
	Few μs [8]
	
	Sensitive

	3
	
	
	< Scenario 2
	
	Less Sensitive (Smaller cell size)

	4
	
	
	
	Less (Same CID)
	

	Typical X2
	Tens of ms
	Limited
	>> Scenario 2 
	More
	Sensitive


§ A possible solution is through UE-/RRH-specific timing adjustment in uplink [8]
¶ More relevant to TDD DL CoMP in case of reciprocity; a possible solution is having different SRS resources for CoMP/ non-CoMP UEs [9]
¤ A possible solution is to set TA according to the lowest value in the CoMP set, and rely on extended CP for the larger values
2. Uplink CoMP Schemes Suitable for Very Low Backhaul Latency 
2.1. Scheme I (Immediate Forward)
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Figure 2 – Uplink CoMP scheme I (Immediate Forward)
This proposed scheme takes advantage of the broadcast nature of the UL transmissions to reach the collaborative eNode-Bs as illustrated in Figure 2. The collaborative eNode-Bs check if they have correctly received each codeword by CRC. Only the correctly received codewords are forwarded from the collaborative BS to the serving BS via backhaul links, to reduce the backhaul load. As shown in Figure 3, the serving eNode-B either selects or combines the packets received from the UE and the collaborative eNode-Bs. At the end of the detection, individual ACK/NACK for each codeword is sent to the UE. Upon reception of an ACK at the UE, it stores the acknowledged codeword in its buffer. Otherwise with a NACK, the UE continues to retransmit their packets according to the synchronous HARQ protocol. 

Figure 3 –  Transmission sequence for scheme I
2.2. Scheme II (REQ Forward)
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Figure 4 – Uplink CoMP scheme II (REQ-Forward)
A drawback of scheme I is that the packets are forwarded on the backhaul regardless of whether the serving eNode-B has received the codewords correctly. This may create too much load on the backhaul especially when the CoMP set is large. To prevent this, uplink CoMP scheme II (REQ-forward) as illustrated in Figure 4 may be used. In this case, the serving eNode-B sends ACK for each correctly decoded codeword to the UE if CRC of both codeword passes. In case of CRC check failure for a particular codeword, the serving eNode-B sends a REQ (request) message for the failed codeword to the collaborative eNode-Bs through the backhaul links for codeword forwarding. Hence the REQ message is essentially a NACK but transmitted over the backhaul for a particular codeword to the eNode-Bs in the CoMP set. In the case of Figure 4, codeword 2 is in error and is requested. Only the collaborative eNode-Bs having the correct requested codeword (in this case Collaborative BS 2) forwards it to the serving eNode-B. As shown in Figure 5, the serving eNode-B then either selects or combines the packets received from the UE and the collaborative eNode-Bs. At the end of the processing, an ACK/NACK message for each codeword is sent to the UE if it has not already ACK both codewords in the previous steps. 

Figure 5 – Transmission sequence for scheme II
2.3. Scheme III (RPT Forward)
In uplink CoMP scheme II, the serving eNode-B can only ACK/NACK the individual codewords after the requested codewords had been completely forwarded when CoMP is needed. To further relax on the delay requirement for the backhaul, the collaborative eNode-Bs may take more active roles by sending a ready-for-packet-transmission (RPT) message to the serving eNode-B through the backhaul as illustrated in Figure 6. The RPT message serves as an ACK to the serving eNode-B that a collaborative eNode-B has successfully decoded a particular codeword and is ready to forward it. At the same time, the serving eNode-B may send ACK to the UE for each codeword if both are correct. If no error is detected in a particular codeword received at the serving eNode-B or there is at least one RPT message for that codeword, the serving eNode-B sends an ACK to the UE for that codeword without needing to wait for the actual data forwarding. Otherwise, it sends a NACK message to the UE for non-adaptive retransmissions of the failed codeword. To request for forwarding of a particular codeword, the serving eNode-B sends a REQ message for that codeword to the collaborative eNode-Bs that had transmitted RPT for that codeword earlier. Some form of load balancing on the backhaul can also be achieved in this scheme, in which the serving eNode-B tries not to request for multiple codewords from the same collaborative BS whenever possible. In the case of Figure 6, collaborative BS1 is only requested for codeword 1, even though it has reported for the correct reception of codeword 2. Lastly, the serving eNode-B either selects or combines the packets received from the UE and the collaborative eNode-Bs as shown in Figure 7.
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Figure 6 – Uplink CoMP scheme III (RPT-Forward)

Figure 7 – Transmission sequence for scheme III
3. Uplink CoMP Schemes Suitable for Typical Backhaul Latency 

Since it may take some time before all the eNode-Bs to become fibre-connected, it may be desirable to support uplink CoMP with legacy backhaul with relatively large latency [6]. As mentioned in the opening section, the latency involved in the currently deployed backhauls would be too large to support non-adaptive HARQ so that the schemes presented in Section 2 may not be used directly. Instead, uplink CoMP schemes II & III can be slightly modified and rely on adaptive HARQ for retransmission. While it is possible to modify scheme I in a similar fashion, we believe that typical backhaul may not be suitable to handle the large load in the immediate forward scheme.
3.1. Modified Scheme II (REQ Forward)
Figure 8 shows the transmission sequence for modified scheme II, with the main difference from Figure 5 high-lighted by the red boxes. To deal with the relatively large backhaul latency, the serving eNode-B always transmits an ACK for each codeword regardless of the outcome of its own CRC check. According to the current specifications, the UE then stores the acknowledged codewords in its buffer. If CRC fails for a particular codeword, it sends REQ for that codeword to the collaborative eNode-Bs. They in turn forward the requested codeword if CRC passes. If none of the collaborative eNode-B has it, the serving eNode-B sends an uplink grant without toggling the NDI for that codeword, triggering an adaptive HARQ retransmission. 

Figure 8 – Transmission sequence for modified scheme II

3.2. Modified Scheme III (RPT Forward)
A similar approach can also be applied to RPT forward, resulting in modified scheme III as shown in Figure 9, with the main difference from Figure 7 high-lighted by the red boxes. The serving eNode-B always transmits an ACK for each codeword, and the UE stores the acknowledged codewords in its buffer. The collaborative eNode-B sends RPT for each correctly decoded codeword, and the serving eNode-B sends REQ for the incorrect codeword, taking into account of backhaul load balancing as described in Section 2.3. This load balancing could be important since the UE uplink capacity is increased through MIMO techniques, the reuse of legacy backhaul to support multi-codeword CoMP makes the backhaul more capacity limited. If collaboration fails, the serving eNode-B sends an uplink grant without toggling the NDI for that codeword, triggering an adaptive HARQ retransmission. 









Figure 9 – Transmission sequence for modified scheme III

Table 2 shows a comparison of the schemes presented in this contribution.
Table 2 – Comparison of the schemes presented
	Scheme
Metric
	I
	II
	II

(Mod.)
	III
	III

(Mod.)

	Amount of backhaul load
	Most

(a lot of data)
	Mid
	Mid
	Least

(REQ can be distributed)
	Least

(REQ can be distributed)

	Sensitivity to backhaul latency
	Mid
	Mid
	Least

(Adaptive HARQ)
	Most

(Multiple backhaul exchanges)
	Least

(Adaptive HARQ)

	Overall A/N latency 

(important for non-adaptive HARQ)
	Mid

(Wait for collaborative data)
	Most

(Wait for REQ exchange & collaborative data)
	N/A

(Adaptive HARQ)
	Least

(A/N before collaborative data reception)
	N/A

(Adaptive HARQ)


4. Summary

In this contribution, we have presented several backward compatible UL CoMP schemes which are transparent to the UE, with the following characteristics
· Multi-codeword support
· Reduced backhaul load by 

· Forwarding only CRC-passed codewords on the backhaul (Scheme II)

· Forwarding only requested codewords (Scheme III)

· Load balancing by distributing request (Scheme IV)

· Reduced A/N latency by RPT (Scheme IV)

· Support different backhaul latencies

· Very low latency such as scenarios 1-4 (Scheme I, II, III)

· Typical latency (Modified schemes II & III)
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