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1 Introduction

CoMP is a promising technique for improving the throughput performance of cell-edge UEs. However, in realistic scenarios, the constraints from lower capacity/higher latency backhaul should be considered in CoMP studies. Specifically, the achievable gain may be significantly impacted for such inter-cell, especially inter-eNB collaborative communications that heavily rely on high-efficiency backhaul coordination. Therefore, it has been agreed in [1]:

“For deployment scenarios 1, 2 and 3:

Step 1: [point-to-point fiber, zero] latency and infinite capacity

Step 2: higher latency and limited capacity for scenarios 2 and 3

•
Exact modeling of higher latency and lower capacity is FFS”
The details of Scenarios 2 and 3 are captured as follows [1]:
Scenario 2:

“Homogeneous network with high Tx power RRHs 

· The central entity can coordinate 9 cells as a baseline (Reference layout is given in Appendix) 
Choose between 3, 19, 21 cells as a potential optional value (Examples are shown in R1-110585)

Method for modelling of the out-of-coordinated area interference is to be described”
Scenario 3:

“Heterogeneous network with low power RRHs within the macrocell coverage 

· transmission/reception points created by the RRHs have different cell IDs as the macro cell
· Coordination area includes 1 cell with N low-power nodes

· Benchmark is Rel-10 eICIC framework (association bias values FFS)”
From the above agreements, inter-eNB CoMP schemes with higher latency and lower capacity than intra-eNB CoMP schemes need further studies, at least for the heterogeneous network (HetNet). In this contribution, we will discuss the modeling of higher latency and lower capacity of the backhaul on the X2 interface.
2 Discussions
2.1 Background
In [1], we suggest that the following inter-eNB CoMP schemes should be considered as baseline:

· CS/CB with centralized scheduling

· JP with centralized scheduling
The centralized scheduling method highly relies on the latency performance of the X2 interface. Some working assumptions on X2 interface for DL CoMP were proposed in [3]:

· C-plane:
· In case of coordinated scheduling / beamforming, PMI and required signalling to support scheduling coordination (e.g. best/worst companion PMIs) need to be shared among the cells in the CoMP coordination set.

· In case of DL joint transmission, CSI needs to be shared among the cells in the CoMP coordination set.

· U-plane
· In case of DL joint transmission, user data has to be shared among the cells in the CoMP coordination set.
In the following sections, we provide our analysis on the backhaul constraints of lower-capacity and/or higher-latency in inter-eNB CoMP, based on the above-mentioned working assumptions in the context of the proposed baseline schemes.

2.2 Framework of centralized scheduling

Since there is no RNC-like node defined in LTE, the flat architecture offers a reduced latency for LTE over 3G networks, which is especially beneficial for technologies that rely on backhaul support, such as CoMP. Conforming to the principle of latency reduction, introducing a new, independent central controller is not recommended in centralized scheduling based CoMP schemes. More specifically, instead of deploying an independent central controller, one of the eNBs in the CoMP coordination set may be selected as the “superior” eNB according to certain criterion. The “superior” eNB is responsible for processing the centralized scheduling and/or joint precoding operations.

Similar to [4], the procedures of CS/CB and JP using centralized scheduling are shown in Fig. 1 and Fig. 2, respectively, and will be detailed in the sequel. For simplicity, only an example of two CoMP UEs and two eNBs are portrayed. Some further details about simulation assumptions are provided in [5].

[image: image1]
Fig. 1: The procedure of CS/CB-based CoMP enabling centralized scheduling.

[image: image2]
Fig. 2: The procedure of JP-based CoMP enabling centralized scheduling.
2.3 Latency assessment
2.3.1 General considerations
For the purpose of comparison, we first briefly discuss the latency assessment of the non-X2 (e.g. intra-eNB CoMP) scenario. If the impact from backhaul on the X2 interface is not considered, the majority of time consumption is internal processing at PHY and MAC. In this case, the delay evaluation is similar to that in the non-CoMP case.

Observation 1: If the impact from backhaul (X2 interface) is not considered, for instance in the intra-eNB CoMP scenario, the total latency can be considered similar to the latency constraint in non-CoMP scenario.

The additional latency occurring in inter-eNB CoMP comes from the backhaul (X2 interface) delay, which is analyzed in this section based on some inputs from [7]. When other conditions are the same, it is expected that the lower the capacity of the backhaul between the eNBs in a cooperation set, the higher the delay for data transmissions. Therefore, when the physical propagation delay could be ignored [3], the delay constraint reflects the capacity constraint, and vice versa. To simplify our analysis, in this section only the delay constraint is considered. Moreover, without loss of generality, the following top-level assumptions are made:

· OTA feedback in CoMP transmissions has a similar delay as OTA feedback in non-CoMP transmissions;
· Parallel processing assumptions:
· The OTA feedbacks from multiple UEs are forwarded to the “superior” eNB in parallel in time domain;
· The CoMP related signaling/data transmissions from multiple “affiliated” eNBs to the “superior” eNB are assumed to be in parallel in time domain.
Under the parallel processing assumptions, we can simplify the discussion into the case where only two eNBs and two UEs are considered. Thus, the CoMP-related internal processing and X2 communication may be modeled by four entities, as shown in Fig.3.
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Fig. 3: The connection topology between eNBs in heterogeneous networks.
Two assumptions about the transport layer for X2 connection may be considered:

1. The eNBs are connected to each other directly.

2. The eNBs are connected via other backhaul node (e.g. routers);

In [3], some typical backhaul mediums, such as fiber, copper and microwave are analyzed. All of them have the node delay of less than 1ms (except for T1/E1). Therefore, we may combine the node delay with the X2 AP processing delay, while the medium difference is neglected. Additionally, we may assume that the packet forwarding delay introduced by routers is 4~6 ms.
According to [8], the delay of Radio-over-Fiber (ROF) is on the order of nano-seconds. Thus we may neglect the ROF delay in our latency model.

Furthermore, we assume that the internal processing delay on U-plane is similar with that on the C-plane. The reason is that although the amount of data transferred is typically larger than that of signaling, data processing has a lower complexity than that of signaling processing. Hence, the overall processing delay may be approximately similar, and thus we may not need to distinguish the internal processing delay in C- and U-plane in the latency model.
Based on the above analysis, the following assumptions are made:

· The eNB’s internal processing delay on C-plane: PHY (1 ms), MAC (1 ms), X2 AP (including backhaul) (1 ms);
· Two types of network architecture: X2-directly, X2-via-router;
· Routing delay: eNB1 -> Router -> eNB2 (4~6 ms);
· ROF delay: zero;
· The eNB’s internal processing delay in U-plane is similar to that on the C-plane.
2.3.2 X2 Latency for CS/CB

The procedure of the CS/CB-based CoMP using centralized scheduling is shown in Fig. 4.
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Fig. 4: The delays in CS/CB-based CoMP enabling centralized scheduling.
As shown in Fig. 4, the total X2 delay in CS/CB-based CoMP with centralized scheduling may be modeled as:

Total_delay = Stage_1 + Stage_2 + Stage_3 + Stage_4 + Stage_5

Direct X2 connection:

· Stage 1: eNB1’s and eNB2’s PHY and MAC processing (2 ms);

· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP (2 ms);

· Stage 3: eNB1’s MAC processing (1 ms);

· Stage 4: eNB1’s X2 AP processing and data transfer from eNB1 to eNB2 X2 AP (2 ms);

· Stage 5: eNB2’s MAC and PHY processing (2 ms).

Indirect X2 connection via routers:

· Stage 1: eNB1’s and eNB2’s PHY and MAC processing (2 ms);

· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP via routers (6~8 ms);

· Stage 3: eNB1’s MAC processing (1 ms);

· Stage 4: eNB1’s X2 AP processing and signalling from eNB1 X2 AP to eNB2 X2 AP via routers (6~8 ms);

· Stage 5: eNB2’s MAC and PHY processing (2 ms).
Thus, the total delay for CS/CB-based CoMP may be assumed as follows:
· Direct X2 connection: 9 ms;
· Indirect X2 connection via routers: within the range of [17 ms, 21 ms].
Proposal 1: The latency is assumed to be within the range of 10 to 20 ms for inter-eNB CS/CB-based CoMP simulations.

2.3.3 X2 Latency for JP

The procedure of the JP-based CoMP using centralized scheduling is shown in Fig. 5.
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Fig. 5: The delays in JP-based CoMP enabling centralized scheduling.
The total X2 delay in JP-baed CoMP using centralized scheduling may be modeled as:
Total_delay = Stage_1 + Stage_2 + Stage_3 + Stage_4 + Stage_5
Direct X2 connection:

· Stage 1: eNB1’s and eNB2’s PHY and MAC processing (2 ms);

· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP (2 ms);

· Stage 3: eNB1’s MAC processing (1 ms);

· Stage 4: C-plane processing at eNB1’s X2 AP and signalling from eNB1 X2 AP to eNB2 X2 AP (2 ms); U-plane data transfer from eNB2 X2 AP to eNB1 X2 AP (2 ms);

· Stage 5: U-plane processing at eNB1’s MAC and PHY (2 ms); precoded data transfer from eNB1’s X2 AP to eNB2’s X2 AP (2 ms); eNB2’s U-plane MAC and PHY processing (2 ms).
Indirect X2 connection via routers:
· Stage 1: eNB1’s and eNB2’s PHY and MAC processing (2 ms);

· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP via routers (6~8 ms);

· Stage 3: eNB1’s MAC processing (1 ms);

· Stage 4: C-plane processing at eNB1’s X2 AP and signalling from eNB1 X2 AP to eNB2 X2 AP via routers (6~8 ms); scheduled U-plane data transfer from eNB2 X2 AP to eNB1 X2 AP via routers (6~8 ms);

· Stage 5: U-plane processing at eNB1’s MAC and PHY (2 ms); precoded data transfer from eNB1’s X2 AP to eNB2’s X2 AP via routers (6~8 ms); U-plane processing at eNB2’s MAC and PHY (2 ms).

Thus, the total delay for JP-based CoMP may be assumed as follows:
· Direct X2 connection: 15 ms;
· Indirect X2 connection via routers: within the range of [31 ms, 39 ms].

As shown in the above analysis, the router contributes a large additional delay.

Observation 2: The inter-eNB JP has a much higher latency than that of the inter-eNB CS/CB.

Observation 3: For inter-eNB JP-based CoMP, the delay budget should be significantly increased due to the backhaul processing delay.

Proposal 2: The packet forwarding delay introduced by routers should be taken into account for both CS/CB and JP based inter-eNB CoMP simulations.
2.3.4 X2 latency for delay-optimized JP

To further explore the potential gain, the processing flow of JP-based CoMP needs to be optimized for decreasing the latency. One observation from the above-mentioned JP model is that the transmission of scheduled data in U-plane and the scheduling signaling in C-plane has to be serialized. However, if the user data of the candidate CoMP UE of eNB2 can be delivered to the superior eNB1 together with the CSI measurement feedback, the backhaul delay can be significantly reduced. Once the eNB1 receives the CSI and user data, it can start the inter-cell scheduling, modulation and data precoding. Apparently, such an optimization will result in significantly reduced X2 latency for JP-based CoMP.
The optimized procedure is indicated by the arrowed doted lines in Fig. 6.
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Fig. 6: The optimized procedure of JP-based CoMP enabling centralized scheduling.
Under the full-queue model, the total delay in JP-based CoMP with centralized scheduling may be modeled as:
Total_delay = Stage_1 + Stage_2 + Stage_3 + Stage_4 + Stage_5
Direct X2 connection:

· Stage 1: eNB’s PHY and MAC processing (2 ms);

· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP, with the U-plane data transmission for the candidate UE under eNB2 arriving at eNB1 X2 AP before the signalling completes (2 ms);

· Stage 3: eNB1’s MAC processing (1ms);

· Stage 4: eNB1’s PHY processing, with the transmission of the scheduling message from eNB1’s X2 AP to eNB2’s X2 AP being no later than the PHY processing delay (1 ms);
· Stage 5: The precoded data transmission from eNB1’s X2 AP to eNB2’s X2 AP (2 ms); U-plane processing from eNB2’s MAC and PHY (2 ms).

Indirect X2 connection via routers:
· Stage 1: eNB’s PHY and MAC processing (2 ms);
· Stage 2: Signalling from eNB2 X2 AP to eNB1 X2 AP via routers, with the U-plane data transmission for the candidate UE under eNB2 arriving at eNB1 X2 AP before the signalling completes (6~8 ms);

· Stage 3: eNB1’s MAC processing, with the scheduling message transmission from eNB1’s X2 AP to eNB2’s X2 AP via routers arriving at eNB2 no later than the precoded data processing (1 ms);
· Stage 4: eNB1’s PHY processing (1 ms); then the precoded data transmission from eNB1’s X2 AP to eNB2’s X2 AP via routers (6~8 ms);
· Stage 5: U-plane processing at eNB2’s MAC and PHY (2 ms).

Thus, for the latency-reduced JP-based CoMP, the total delay may be assumed as follows:
· Direct X2 connection: 10 ms;
· Indirect X2 connection via routers: within the range of [18 ms, 22 ms].

Based on the above investigation, it can be seen that the improvement in terms of latency is quite impressive in the optimized JP in comparison to the common JP. Therefore, we suggest RAN1 to agree on the following proposal:
Proposal 3: The latency-optimized procedure for inter-eNB JP-based CoMP should be considered.
Proposal 4: The latency of optimized inter-eNB JP-based CoMP may be assumed to be within the range of 10 to 20 ms.
3 Conclusion

In this contribution, we have discussed the X2 delay issue under selected CoMP schemes. The proposed assumptions for modeling the latency in CoMP are summarized in Table 1.
Table 1: Latency assessment proposed for inter-eNB CoMP investigations in Rel-11.
	Category
	Description

	General assumptions
	· OTA feedback in CoMP transmissions has a similar delay as OTA feedback in non-CoMP transmissions.

· Parallel processing assumptions:
· The OTA feedbacks forwarded to the “superior” eNB from multiple UEs are assumed to be parallel in time domain.
· The CoMP related signaling/data transmissions from multiple “affiliated” eNBs to the “superior” eNB are assumed to be parallel in time domain.

	Latency assumptions
	· Internal processing delay: 
· PHY (1 ms), MAC (1 ms), X2 AP (including backhaul) (1 ms);
· Two scenarios: Direct X2 connection, indirect X2 connection via routers;
· Routing delay: eNB1 -> Router -> eNB2 (4~6 ms);
· ROF delay: 0 ms;
· The internal processing delay on U-plane is similar to that on C-plane.

	Latency assumptions
	· For CS/CB, the total delay can be assessed as follows:
· Direct X2 connection: 9 ms;
· Indirect X2 connection via routers: within the range of [17 ms, 21 ms];
· For JP-based CoMP, the total delay may be assumed as follows:
· Direct X2 connection: 15 ms;
· Indirect X2 connection via routers: within the range of [31 ms, 39 ms];
· For the latency-reduced JP-based CoMP, the total delay may be assumed as follows:
· Direct X2 connection: 10 ms;
· Indirect X2 connection via routers: within the range of [18 ms, 22 ms].


We suggest RAN1 to agree on the following proposals:
Proposal 1: The latency is assumed to be within the range of 10 to 20 ms for inter-eNB CS/CB-based CoMP simulations.

Proposal 2: The packet forwarding delay introduced by routers should be taken into account for both CS/CB and JP based inter-eNB CoMP simulations.

Proposal 3: The latency-optimized procedure for inter-eNB JP-based CoMP should be considered.
Proposal 4: The latency of optimized inter-eNB JP-based CoMP may be assumed to be within the range of 10 to 20 ms.
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