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1
Introduction
The study of coordinated multi point (CoMP) transmission techniques resumed at RAN1#63bis and a set of simulation assumptions was agreed in [1] which allowed Phase 1 evaluations on homogeneous deployments to commence.  In this contribution, we present some preliminary results based on a JT-CoMP method considered previously [5], [6].  While the preliminary results shown in this contribution are not completely aligned with the agreed simulation assumptions at this point, we believe that they help shed some first light on performance trends that will likely be observed as part of this study.  
Companion contributions address remaining issues concerning CoMP simulation assumptions [2], further details regarding CoMP configurations (especially Scenario 4) [3], as well as results on modeling backhaul constraints resulting from capacity/latency limitations [4]. 

2
JT-CoMP based on multi point equalization

Coherent joint transmission (JT) represents a CoMP scheme in which multiple cells or transmission points act as a single cell and together serve one or multiple UEs at the same time.  Among the CoMP schemes that were considered as part of previous CoMP studies, coherent JT is arguably most demanding in terms of infrastructure and overhead requirements but at the same time promises maximum potential gain, at least to low mobility UEs.  
Ideally, JT-CoMP could encompass coordinated transmissions from all cells or transmissions points in the deployment, although practical constraints – which will be considered in detail as part of this contribution – put limitations on the possible degree of coordination.  Assuming that adequate channel state information can be made available at transmitters, it is natural to consider the class of linear transmit processing techniques as they typically provide a reasonable indication of practically achievable gains.  Specifically, the scheme presented in this contribution, coined coordinated multi point equalization (MPE) [5] [6], employs a form of signal-to-leakage ratio (SLR) beamforming which strikes a balance between energy combining and transmit interference nulling across a range of channel conditions. 

Importantly, SLR yields a closed form solution to the following optimization problem under the total per-stream power constraint 
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where 
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 denotes the channel matrix between transmit antennas of all the cells involved in JT (columns of 
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) and receiver combiner outputs of different UEs (rows of 
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) while the columns of 
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 represents transmit beams that carry data to the UEs involved in JT.  Index 
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 refers to the UE of interest and colon notation is used to refer to the full range of indices so that 
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denotes the 
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-th column of 
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.  When SU-MIMO is used, columns of 
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 represent beams (rows of 
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 represent receiver combiner outputs) associated with different UE/stream combinations. The sum in the denominator includes interference caused by the 
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-th stream to all the other UEs/streams involved in JT which is normalized by the residual interference 
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 contributed by the cells not involved in JT as well as thermal noise. 
While ideally it would be desirable that all cells in the deployment are involved in the MPE procedure, this is clearly unrealistic.  In practice, UEs are only able to measure and report the CSI corresponding to a limited number of cells since the set of detectable cells generally depends on the uncoordinated long term C/I of each cell.  Further, only a limited number of cells may be reported in practice due to uplink overhead considerations.  Moreover, in a practical system only a limited number of cells can be engaged in the MPE procedure for a given UE due to restrictions on the backhaul load, the number of active connections between cells, as well as computational requirements.  
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Figure 1: Operation of coordinated multi point equalization.

2.1 
Modeling of cooperation constraints

It is important to model the limited amount of cooperation that is achievable due to the various practical constraints mentioned above.  Otherwise, as was shown in [6], overly optimistic gains may be observed, especially if perfect channel state information is assumed at transmitters.  In this section, we describe some of the practical constraints that were modeled in this evaluation in order to paint a more accurate picture of practically achievable gains. Figure 1 illustrates the concepts shown in this section. 
Measurement set.  The detection of neighboring cells or transmission points at UEs as well as the channel estimation to these transmitters is typically based on the uncoordinated C/I that is seen by a UE unless some muting of reference signals is employed.  Regardless of the exact scheme that is assumed, it is clear that it will only be possible to detect a limited number of neighboring cells.  In this contribution, it is assumed that a measurement set threshold (MST) on the uncoordinated C/I level dictates which cells are visible to UEs.  The measurement set threshold was generally chosen as C/I=-20dB for the results presented in this contribution. 

Radio reporting set.  While the number of cells detected by a UE depends on the C/I conditions that it encounters it may only be possible to report CSI for a limited number of cells due to uplink overhead/capacity issues.  Therefore, it makes sense to impose a radio reporting set size (RRSS) constraint which was chosen to be eight for the results presented in this contribution. 
Backhaul reporting set.  Transmission points need to exchange the CSI received from UEs and make it available to neighboring cells.  We refer to the set of cells that may exchange CSI information as the backhaul reporting set (BRS) for a given cell, i.e., it is defined per cell and encompasses all transmission points with which said cell exchanges channel state information. In general, the set of cooperating cells may be configured semi-statically based on typical interference conditions or cell loading.  From a deployment perspective, the backhaul reporting set may consist of those cells that have a common fiber backhaul which can be used for low latency coordination. 
Transmission set.  The transmission set consists of the cells or transmission points that are actively transmitting to a UE for a given transmission.  The transmission set may vary dynamically based on channel/interference conditions or other considerations but it seems natural to consider a maximum size of the transmission set due to practical constraints on processing and backhaul load.  The maximum transmission set size (TSS) was constrained to 20 cells in this contribution.  
The CSI feedback in support of MPE processing follows a hierarchical, explicit feedback paradigm and employs eigen-feedback to avoid feeding back the entire channel.  Eigen-directions are computed under the assumption that the receive processing is aligned with the channel from the strongest cell.  This feedback compression technique has been demonstrated to be practically lossless, at least for CBF based schemes [7].  

2.2
MPE timeline and operation
The scheduling and transmission timeline proceeds along the following steps which are carried out separately at each cell and time/frequency resource [6]. 

Step 1: Scheduling step.  Cells select which UEs to schedule on each resource unit based on CSI reported by the associated UEs.  CSI is delivered to all the cells which have the considered cell in their respective backhaul reporting set.  This scheduling step is performed in a distributed fashion at each cell without using iterative procedures that would require inter-cell messages exchanges. 

Step 2: MPE computation. Cells compute a multi-cell MPE beam for each scheduled associated UE taking into account CSI of the UEs reported by its BRS members.  Such MPE assumes transmission by a suitably selected subset of BRS members, denoted as the transmission set (TS) and takes into account interference caused to the victim UEs scheduled by BRS members of the cell.  The SLR method in Eq. (1) is used although alternative criteria could be considered, too.  Relevant beam weights for each scheduled UE are sent to all cells in the TS of that UE. 

Step 3: Transmission step. Cells receive transmission requests from neighbor cells including MPE beam weights.  If the number of requests is too large, cells may decide to ignore some requests and prune the actual number of transmitted packets.  For example, it is possible to define a maximum packet multiplexing order which denotes the maximum number of packets each node can handle for a given scheduling instance.  Upon packet pruning, cells will transmit a superposition of all data packets cleared for transmission with the respective MPE beams.  At this step, power capping is enforced to meet per-cell or per-antenna constraints on the maximum transmit power. 

3
Preliminary evaluation results

This section presents evaluation results for MPE, summarizing previous evaluations [6] but also providing new results based on the cooperating area agreed at RAN1#63bis as part of the simulation assumptions for Phase 1 [1].  The results presented in this section are based on the 3GPP Case 1 simulation methodology but do not adopt a spatial channel modeling for the fast fading as specified in [1].  Further, any losses associated with link adaptation or rate prediction are taken into account by a fixed 3dB gap to 64-QAM constrained capacity.  While this is clearly an idealized assumption, we believe that the evaluation sheds some first light on the gains that may be achievable with various degrees of coordination in practice. 

In terms of feedback, as mentioned previously, a hierarchical explicit feedback framework is adopted as part of the results in Sec. 3.1.  In contrast, in Sec. 3.2 no feedback quantization losses are taken into account.  CSI measurement errors and finite feedback granularity in frequency are, however, modeled for both sets of simulation results. 
3.1
Results under optimistic cooperation and feedback assumptions

Results under optimistic cooperation and feedback assumptions are shown in Table 1, assuming a BRSS of two full tiers (i.e., 57 cells), a maximum TSS of 20 cells, as well as an RRSS of 8 cells.  Feedback was following a hierarchical explicit feedback approach using codebooks with optimistic granularity of up to 12bits/stream and UE reporting with a frequency granularity of 0.5RBs. 
The results shown in Table 1 illustrate that gains in the order of 100% at the edge and about 25% on average are achievable under the above optimistic cooperation and feedback assumptions.  It should be emphasized that the constraints mentioned above were carefully selected such as to optimize performance gain while keeping practically achievable albeit optimistic assumptions. 
Table 1: MPE performance gains under optimistic feedback/backhaul assumptions. 
	UEs/cell
	Transmission Method
	10% UE spectral efficiency [bps/Hz]
	Average cell spectral efficiency [bps/Hz]

	2
	w/o CoMP
	0.715
	3.67

	
	w/ CoMP
	1.445
	+102%
	4.62
	+26%

	5
	w/o CoMP
	0.330
	4.10

	
	w/ CoMP
	0.648
	+96%
	5.19
	+26%


3.2
Results with reduced degree of coordination
Simulation results for a reduced degree of coordination are shown in Table 2.  The 9 cell case was obtained by modeling the coordination areas as in [1].  The scenario in which a cell can coordinate with an entire tier of neighboring cells (i.e., 21 cells) is also shown for comparison. 

The evaluation shows that performance gains decrease noticeably, especially taking into account that no feedback quantization was modeled in Table 2.  The case of 9-cell coordination shows only marginal gains in the order of 8% compared to the non-cooperative baseline.  The 21-cell case shows more significant gains that are in the same order as the ones shown in Table 1.  It should be noted that the absolute performance numbers for the non-cooperative baseline differ slightly between Sec. 3.1 and Sec. 3.2 because no feedback quantization is performed in Sec. 3.2 and because Sec. 3.1 modeled a larger number of interfering tiers compared to Sec. 3.2. 
Table 2: MPE performance gain for smaller coordination areas.
	Degree of
Coordination
	5% UE spectral efficiency [bps/Hz]
	Average cell spectral efficiency [bps/Hz]

	no CoMP
	0.299
	4.420

	9 cells
	0.306
	+2%
	4.773
	+8%

	21 cells
	0.537
	+80%
	5.532
	+25%


4
Conclusions

In summary, this contribution has presented some preliminary performance evaluations for Phase 1 of the current CoMP study.  A coherent JT scheme based on multi point equalization was presented and gains were shown for various degrees of coordination.  It was observed that a relatively large degree of coordination is necessary to achieve meaningful CoMP gains: with 9-cell and 21-cell coordination an average gain of 8% and 25% was observed, respectively. 
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A
Simulation assumptions

Simulation parameters were chosen as in [1] unless otherwise noted.  Additional parameters can be found in Table 3. below. 

Table 3: Additional simulation assumptions.

	Parameter
	Value
	Parameter
	Value

	Deployment
	3GPP Case 1
	Channel estimation
	non-ideal

	Number of Tx antennas
	4
	CSI reporting period
	20ms

	Number of Rx antennas
	2
	UE speed 
	1km/h

	Number of tiers
	4 tiers (Sec. 3.1)
2 tiers (Sec. 3.2)
	MST
	-20dB

	Fast fading
	Ped-B, spatial i.i.d.
	Maximum TSS
	20 cells

	UEs/cell
	5
	Maximum RRSS
	8 cells

	UE noise figure
	9dB
	Maximum BRSS
	57 cells (Sec. 3.1),
9 or 21 cells (Sec. 3.2)

	Vertical antenna pattern
	omni
	Feedback quantization
	Up to 12bits/stream
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