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1. Introduction
The detail model of non-full buffer traffic was proposed for CoMP evaluations in [1]. FTP traffic models together with the associated simulation methodology were subsequently agreed and captured in Section A.2.1.3 of TR 36.814 [2]. In this contribution, we present some preliminary simulation results for non-full buffer traffic in order to evaluate the performance benefits of CoMP over a wide range of network loads. Note that the results here are just initial results, and further modelling of impairments and other consideration may affect the results in different ways.
2. Simulation Parameters and Assumptions
The simulation parameters are listed in Table 1 which is based on the assumptions in TR36.814[2]. The control overhead is aligned with that proposed in [3]. The transmission schemes of SU-MIMO, MU-MIMO, and MU-MIMO with CS/CB are considered for initial evaluation of non-full buffer traffic model. The detailed feedback and scheduling algorithm of CS/CB CoMP scheme can be found in the companion contributions [4]. 

Table 1.  Simulation Parameters and Assumptions

	Parameter
	Value and Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site, wrap-around

3GPP case 1, Inter-site distance: 500[m]

	Duplex method 
	FDD 10 +10MHz

	Network synchronization
	Synchronized

	UE dropping
	Uniform random dropping over entire cells

	Handover margin
	1dB

	Channel Model
	SCM-UMa with 150 angle spread [TR25.996]

	Antenna Tilt
	3 dimension model [TR36.814]

	Antenna configuration
	4x2 antenna
eNB: Co-polarized antennas, 0.5 wavelengths separation
UE: Co-polarized antennas, 0.5 wavelengths separation

	Transmission scheme 
	SU-MIMO
MU-MIMO
MU-MIMO with CS/CB03 (intra-site CoMP within three sectors)
MU-MIMO with CS/CB09 (CoMP clusters of 9 sectors)
*) For MU-MIMO, assumptions are as follows,
- rank=1 for each user
- maximum 2 UE per cell
- equal power allocation between multiplexed UE’s

	Scheduler
	Proportional Fair in Time and Frequency 

	Channel quality report
	6RB Sub-band report for CQI and channel direction information.
5ms CQI reports periodicity,
6ms delay total (measurement in subframe n is used in subframe n+6)
MCSs based on LTE transport formats [36.213]
4 bit LTE codebook as feedback codebook

	HARQ scheme
	Incremental Redundancy (IR) , Maximum 4 transmissions
Initial transmission target FER: 10%

	Receiver type
	MMSE with interference rejection combining(IRC)

	Channel estimation
	Non-ideal for demodulation & CSI measurement

	Control channel and reference signal overhead 
	- 30.95 % for 4Tx SU-MIMO
- 30% for MU-MIMO 

For MU-MIMO, assumptions are as follows [3]
- L=3 symbols for PDCCH Overheads
- CRS for one antenna port (antenna virtualization)
- DM-RS with 12 REs per PRB
- 6 MBSFN subframes per frame

	Feedback and control channel errors
	Ideal

	Traffic Model
	Non-full buffer traffic model


Among two FTP traffic models in TR 36.814, FTP traffic model 1 is evaluated in this simulation, which is summarized in Table 2.

Table 2.  FTP traffic model 1

	Parameter
	Statistical Characterization

	File size, S
	2 Mbytes  (one user downloads a single file)

	User arrival rate λ
	Poisson distributed with arrival rate λ


In this simulation, we modelled the RLC ARQ without RLC ACK/NACK delay. The maximum number of HARQ retransmission is set to 4. According the simulation result analysis, there seems to be a lot of packets which are not correctly received even after the maximum number of retransmissions. This affects come from the fact severe interference fluctuations, which comes from other cell due to bursty traffic model. When the dominant interfering neighbor cell for a given UE has no active UE within the cell, the interference from the neighbor cell disappears. This causes the UE to report optimistic CQI values. This works well when the load conditions do not change and leads to a successfully received packet. But with bursty traffic model the UE can’t seem to correctly receive the packet during some time after the neighbor cell starts to send out its own packet transmission for new active UE within the neighbor cell. The CQI feedback processing delay (including any outer loop adaption delay) is not robust enough against interference which can go from zero to full interference in matter of radio frames. The data scheduled with highly optimistic CQI simply cannot be compensated by 4 HARQ retransmissions. 
3. Performance Results
The full buffer simulation results are shown in Table 3 in order to calculate the normalized cell throughputs (NCT) of non-full buffer results. Especially, to obtain the harmonic mean normalized cell throughput (HM-NCT), the harmonic mean of UE throughput from full buffer simulation is provided. Full buffer simulations were run with average of 10 UEs / cell. The 2% worst and 2% best users are excluded from the harmonic mean.
Table 3.  Full buffer simulation results
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The results for FTP traffic model are shown in Table 4. Load factor (UE arrival rate for FTP model 1) was varied in range of [0.3, 1.1] to obtain [20%, 75%] of RU. 
Table 4.  Non-Full buffer simulation results
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As shown in the table, CS/CB03 and CS/CB09 achieve 9~15% and 10~21% gain in terms of 5% edge UE’s throughput compared with Non-CoMP MU-MIMO scheme at the same load factor, respectively.  In A.2.1.3.2.1 of TR 36.814, three reference points are defined to compare transmission schemes. Three reference points, R1, R2 or R3 are to compare multiple schemes at the same HM-NCT value, the same load factor, or the same NCT, respectively.  For this purpose, Figure 1~3 is depicted.
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Figure 1. Edge UE throughput .vs. HM-NCT
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Figure 2. Edge UE throughput .vs. Load factor
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Figure 3. Edge UE throughput .vs. NCT

In [Figure 2] we show comparison of different transmission scheme with respect to load parameter and 5% UE throughput. The reference metric in figure 2, give fairly good picture out what the transmission scheme may give in non-full buffer traffic cases. This is because in the network the applications which users use govern the traffic types and characteristics. The application usage then governs what kind of data traffic and how much of that data traffic is generated in the core network, which is then needed to push through each user. So the traffic load does not really change depending on what kind of transmission scheme we deploy in the network, rather the input traffic load changes according to scenario and applications the users use. Given a particular input traffic load, we can see what the average throughput for each user is. If the average throughput of a user increase for a given traffic loads, we can now map this to a higher user experience. Of course this is assuming the user experience is affected by total time spent to get a particular packet, which is an inverse of the average throughput. 

In [Figure 1] and [Figure 3] we show comparison of different transmission schemes with respect to HM-NCT or NCT and 5% UE throughput. Since both HM-NCT and NCT are “normalized” throughput, it becomes difficult to compare between different transmission schemes. The results corresponding to a particular HM-NCT or NCT value for different transmission scheme all correspond to different network input traffic loads. And the behavior of how the MH-NCT or NCT value changes depending on traffic load is not truly governed by transmission scheme performance but rather how the transmission scheme changes the CDF of the user throughput. This is because the HM-NCT and NCT is sensitive the spread of the user throughput. So it is difficult to intuitively analysis what would different HM-NCT and NCT values would look like in terms of user throughput CDF which is affected by different transmission schemes. Although the results may give some information how the system would performance under different transmission schemes, we may need to discuss and clarify how should be comparing results of different transmission scheme with these metrics (i.e. HM-NCT, and NCT).
4. Conclusion
In this contribution, we have presented performance results of CoMP CS/CB under non-full buffer traffic model. We can see consistent performance benefits in both 5% edge and average UE throughput by use of CoMP in non-full buffer traffic model. We believe some of the performance benefits come from the interference level stabilization by use of CS/CB, as well as performance benefits from interference beam alignment effects.
References
[1] R1-101623, Performance evaluation of Intra-eNB CoMP with non-full-buffer traffic, CHTTL, Deutsche Telekom, NTT DOCOMO, Orange, Telecom Italia, Vodafone 

[2] TR 36.814, Further advancements for E-UTRA physical layer aspects, v9.0.0, March 2010.
[3] R1-100508, Downlink System Performance Evaluations for LTE-Advanced, NTT DoCoMo.
[4] R1-110892, Initial evaluation results for full buffer phase 1, LG Electronics.


































































































































PAGE  
3

