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1. Introduction
In general, it is well understood that CoMP techniques provide benefit by efficiently managing the available network resources in time/frequency/spatial domains and by responding dynamically to network conditions like loading, interference conditions, different cell layers and radio locations.  Efficient CoMP schemes that can tolerate high latency/low capacity backhaul can make CoMP even more appealing in practice. However, in general the capacity of inter-eNB link and the associated latency for information exchange often limits the effectiveness of CoMP schemes. 
Broadly, CoMP schemes require exchange of up to three types of information. 

i) Scheduling decisions and information relating to time/frequency resources like DL/UL grants and other scheduling and transmission parameters. 

ii) Channel and interference information from multiple cells.   

iii) User Data that may need to be provided to other transmission points in addition to serving cells.
The type of information exchanged and the associated constraints due to latency/capacity depend on the overall network architecture and the CoMP schemes. We discuss some details below.
2. Network Architecture 
High latency/low capacity backhaul links are mainly applicable to inter-eNB coordination among macro-cells and among heterogeneous nodes, which would require transfer of the information required for coordination over a standardized interface like X2. But, X2 interface is currently used for other functions like handover typically, and additional capacity may be limited. 

For CoMP scheduler implementation at network level, joint scheduling can be used to obtain most gains. However, joint scheduling would require a network entity that coordinates scheduling decisions and traffic for multiple eNBs. This could impose further requirements on architectures and adds additional complexity to the network.  Note that such a joint scheduler is already implemented, for example, in MBSFN type transmissions to coordinate resource and transmissions in multiple cells. However, in MBSFN transmissions, the coordination is semi-static and motivated by the MBS traffic requirements as opposed to performance benefits envisioned for CoMP based on more dynamic coordination at Layer 1.
On the other hand, with distributed scheduling (i.e., no network entity for centralized decision making and coordination), the individual eNB schedulers, such as a serving cell coordinate with other potential participating eNBs by negotiating the scheduling decisions over X2. This type of coordination is simpler to achieve from a network architecture point of view, but generally leads to higher latencies due to backhaul bandwidth and latency constraints, especially if transmitted data targeting a UE also needs to be exchanged among non-serving eNBs. Further the performance gains of CoMP also tend to be limited due to suboptimal scheduling decisions.  However, we recommend that for CoMP using backhaul with high latency/low capacity constraints, distributed scheduling could be used as baseline since it could be applicable to most of the network architectures.
3. Coordination Techniques
CoMP techniques based on long-term spatial channel tracking are suited to antenna deployments with closely spaced ULAs or certain cross-pols with ULA component like 8Tx closely spaced cross-pol. The studies in Release-10 have shown that this information can be updated with latencies of up to a fraction of a second or even a few seconds. X2 can support latencies of ~20 ms, which should be sufficient for this purpose.
On the other hand, open-loop CoMP techniques or coordinated scheduling can be used without spatial information exchange. Some high-level co-ordination techniques applicable with backhaul constraints can be summarized as follows,
1) Coordinated beamforming: Transmission of data from a serving cell to the UEs while avoiding interference to other UEs in neighbor cells which are scheduled on the same time/frequency resource. A cell does not require to exchange traffic data for a UE that is not attached to the cell. 

2) Independent precoding: A UE receives independent data streams from different cells. It can be extended to an MU scheme, where two or more UEs simultaneously receive transmission from the same set of cells, which basically translates to block-diagonal precoding from the aggregated antenna set of the coordinating cells.

3) Open Loop CoMP: Open loop CoMP can be used when channel tracking and exchange between cells is not practical, but scheduler coordination and data exchange is possible. Open loop transmission could improve the total power of transmission to a UE while also improving diversity, especially when there are unused resources in some cells. An example is SFN type transmission with multiple cells transmitting same data to a single UE.
4) Coordinated Scheduling: eNBs coordinate resource allocation in time/frequency to reduce or eliminate interference.

A summary of the information exchange needed for different schemes is captured below followed by some conclusions.

	
	Scheduling
Information


	Channel and Interference Information
	Traffic Data on Non-Serving cells

	Coordinated Beamforming
	Required
Information of neighbor cell UEs scheduled in a resource
	Required
Interference levels seen by other UEs; Information of channel from the cell to a neighbor cell UE
	Not Required

	Independent Precoding


	Required
	Required
Similar to CoBF
	Required 

Data targeted for a serving cell UE may have to be sent to a neighbor cell

	Open Loop CoMP
	Required
Information of common resource used may have to be negotiated in advance
	Not required
(Some exchange of CQI type information may be useful)
	Required

	Coordinated Scheduling
	Required
	Not Required
(Some exchange of CQI type information may be useful)
	Not Required


Table 1 – Information to be exchanged between eNBs for different CoMP schemes 
Observations:

1) Coordinated beamforming and coordinated scheduling schemes may be suitable to reduce backhaul bandwidth requirements since no data exchange with non-serving cells is required.
2) Open loop CoMP schemes and coordinated scheduling may be suitable when the latency of the backhaul and/or antenna configuration limits the use of spatial information effectively.

3) All schemes require exchange of some type of scheduler information.
We also note that most of these schemes may be implemented with distributed scheduling schemes. Further study is needed to evaluate the impact of suboptimal scheduling and the latency on individual schemes.
4. CoMP Modeling under Backhaul Constraints

Under the deployment condition of high latency / low capacity backhaul, we may assume the following operation:

· Each transmission point is a full function eNB with its own scheduler (i.e., distributed scheduler). There is no central coordinator such as RNC in UTRA.

· Inter-eNB X2-based connection may be based on either dedicated operator-owned network (microwave, fiber, or coaxial using a star, ring, or mesh type of proprietary network) or public IP “cloud”.

Accurate modeling of the various impairments in the backhaul and scheduler behavior would be needed to get an estimate of the gains in real deployments and compare with the CoMP schemes without backhaul constraints (or faster backhaul). The following are some of the aspects that can be considered.

4.1. X2 Interface Delays

X2 delay for inter-eNB communication could include delays due to processing delays at the source and destination eNBs and X2 transfer and routing delays. As suggested by many companies, it may be better to capture it as a fixed delay with some value between 10-20 ms, especially in the case of using operator-owned network. X2 U plane interface is used for transferring data packets and additional delays may have to be modeled in this case based on the bandwidth used for backhaul. Further, we do not think it is necessary to model the PER on this interface, which is expected to be small (10^-8) (TS25.912).
For backhaul based on public IP cloud, from published data reported, for example, from AT&T global IP network (http://ipnetwork.bgtmo.ip.att.net/pws/global_network_avgs.html), the round-trip latency within a “region” (i.e., continent: Europe, US, Asia, etc.) is in the range of 15ms (Europe) to 60ms (Asia). We should expect better latency and more stable reading for carrier-grade services and within the CoMP coordination region that will be much smaller than a continent.
Proposal: Model the X2 interface delay by a fixed value between 10-20ms 
4.2. Distributed Scheduler 
As discussed in previous sections, depending on CoMP scheme, the resources for transmission must be coordinated. In such a case, a serving eNB may request some radio resource in advance for coordinating transmissions and further exchange of scheduling decision/information including transmission parameters like PMI etc via backhaul. Further, such coordination is only performed when gains are expected from improved load balancing and/or spatial interference suppression. 

A serving cell could enable coordination ahead of time by requesting:

1)  A reserved radio resource at a later point in time (accounting for maximum delays)

2) A request to the CB/CS coordinating neighbor cell(s) to reduce interference by a certain threshold. As an example, a serving cell can also exchange the preferred PMI information, which could serve as an approximation of channel from neighbor cell to the UE. If eNB gets a response that interference threshold can be met, then it can treat received the CQI reported by the UE as is and schedule CoMP transmission. Or perform some adjustment as needed based on the negotiated interference reduction. In this type of coordination, it is preferable to minimize iterative requests to limit the delays.
Further, because of the challenges of this type of coordination, we expect such coordination could be performed mainly based on long-term/wideband characteristics of the channel.

Proposal: 
Model the delays due to coordination among distributed schedulers, for example delays due to information exchange, negotiation of resources between coordinating cells, CQI mismatch, and any mismatch due to imperfect interference cancellation by neighbor cells.
4.3. Synchronization Aspects
Typically, the requirements on maximum allowed BS frequency error is defined in 25.104 to be +/-0.05ppm to +/-0.25 ppm depending on the type of BS. This itself could result in a maximum of 0.1ppm to 0.5ppm of frequency offset between two coordinating BS, which translate to 250 Hz-1.25KHz for 2.5GHz. For macro BS, 250Hz is a fraction (<2%) of the subcarrier spacing of 15 KHz and may be tolerable (see appendix).  

Timing errors due to different propagation delays from individual eNBs to UE would also result in loss of orthogonality at the receiver. In MBSFN, for example, as long as the received signals are within extended CP interval, this translates to a transmit diversity gain. However, for coordinated MIMO transmission, timing differences translate to phase ramp-up of individual signals at the receiver. The receiver should be able to account for these differences, for example, when codebook is selected for feedback. Frequency selective feedback may help with these aspects. On the other hand, for coordination based on interference suppression, this impairment may not be significant since coherent combining is not necessary. 
Proposal: Model the timing errors as part of the channel modeling at the receiver and for feedback studies.
4.4. HARQ Modeling
If initial transmissions are not successful with HARQ, eNBs will have to again coordinate resources for retransmissions. This would mean that neighbor eNBs which coordinate with a serving cell will need ACK/NACK information to clear their buffers if data is exchanged as part of coordination. Further, due to different traffic and requirements in individual cells, this may lead to additional delays if the resources for retransmission are not negotiated in advance. 
5. Conclusions

From the discussion in the contribution, we have the following conclusions:
1) It may be better to focus on coordinated scheduling and beamforming schemes initially under some latency/capacity assumptions since no data exchange with non-serving cells is required. Further, due to the expected performance degradation with backhaul constraints on coordination in general, we recommend to consider joint transmission type schemes which can take advantage of low latency/high capacity scenarios as a first step in CoMP study to understand the full performance potential [3].
2) For modeling of backhaul impairments/constraints we recommend the following:

i) Model the X2 interface delay by a fixed value between 10-20ms

ii) Model the delays due to coordination among distributed schedulers, for example delays due to information exchange, negotiation of resource between coordinating cells, CQI mismatch, and any mismatch due to imperfect interference cancellation by neighbor cells.

iii) Model the timing errors as part of the channel modeling at the receiver and for feedback studies.
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APPENDIX
At the receiver, the SNR degradation due to frequency offset errors can be modeled as follows (see for example [4]),
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where EVM is the error vector magnitude due to causes not included in frequency error at the transmitter (assumed 30dB below).
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Base on the above figure, we can see that 1-2% frequency error results in acceptable degradation at the receiver and can be used as a benchmark.
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