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Introduction
In 3GPP RAN #50 meeting, a revised CoMP study item was agreed for Release 11 [1]. In 3GPP RAN1 #63bis, CoMP study item was initiated. Some high level views were discussed and evaluation methodology was defined [2]. 

The schedule for CoMP evaluation was decided as follows
· Phase 1 

· Homogeneous network with high Tx power RRHs 

· Starts now

· Aim to conclude in RAN1#65

· Phase 2

· “Heterogeneous network with low power RRHs within the macrocell coverage”, and “network with low power RRHs within the macrocell coverage where the transmission/reception points created by the RRHs have the same cell IDs as the macro cell”

· Starts after RAN1#64
In the chairman’s notes, the following issues should be investigated for #64 meeting

· Initial evaluation results for Phase 1

· Further details of scenarios, especially for Scenario 4

· Proposals for backhaul constraint modelling (latency, capacity)
In this contribution, we address the second bullet and provide some more details on CS/CB schemes worth investigating for Rel. 11. We divide schemes into two categories classified depending on the UE receiver capability: basic MMSE receiver and advanced receiver (IRC receiver).
Some preliminary evaluations of those schemes for homogeneous networks are provided in the companion contribution [3].
Coordinated scheduling, beamforming and power control for basic MMSE receiver

Multi-point MIMO has a considerable number of degrees of freedom that can be used to perform multi-point coordination and maximize the network throughput. Coordination in the user, spatial and power domains (or a subset of those degrees of freedom) through coordinated scheduling, beamforming and power control have been/are nowadays heavily researched in the academic literature and in Rel. 10. 

2.1 Algorithm

The coordination among cells is performed based on an iterative scheduler architecture briefly described as  follows.
In the initialization step, each cell decides upon which UEs to schedule in SU mode (we only focus on SU-MIMO in this contribution) and the corresponding transmit precoding assuming no coordination between cells (i.e. single-cell processing). The decision is taken based on some proportional fairness metric and the most recent channel state information available at the base station. In SU-MIMO, precoding would be chosen e.g. as the dominant eigenvector(s) of the short term covariance matrix (i.e. HHH) in explicit feedback or based on the PMI report in implicit feedback. 

At iteration-n, each cell revisits its decision on the UEs to schedule, their transmit precoding and transmit power on every layer based on decisions taken by other cells in iteration n-1. A new CQI is computed based on the precoding, power and UE decisions in neighbouring cells. A network-wide utility metric is maximized such that the scheduling decision in a given cell i is not only function of the utility metric of users scheduled by that cell but also the utility metric of victim users that have been tentatively scheduled by other cells in iteration n-1. In order to account for the interference created to victim cells, a given cell maximizes a surplus function Ci 
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where  
· 
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is a weight factor to account for user q QoS (e.g. proportional fairness weights), 
· 
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is the user q throughput, 
· 
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is the transmit power allocated to user q (or layer q), 
· 
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 is a positive value, often denoted as a price, that depends on the inner product between the transmit precoder of user q in cell i and the channel between cell i and the victim UEs in adjacent cells, the sensitivity of victim UEs throughputs to the inter-cell interference and the QoS of the victim UEs. 

The first summation in (1) refers to the single cell weighted sum-rate. The second summation in (1) can be thought of as a tax to be paid due to the interference created to victim users in adjacent cells. The larger 
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, the larger the interference created to the adjacent cell and the lower the surplus function Ci. When power 
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 is allocated in a given RB, (1) suggests allocating more power on RBs that serve users with either higher priorities or better channel qualities and less power on subcarriers where transmission causes excessive interference to victim users in adjacent cells.
An example of structure for the iterative coordinated scheduler and beamformer is provided in Figure 1. 
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Figure 1. Iterative CS/CB structure

Such scheduler architecture can be implemented in a synchronous or asynchronous manner.
2.2 Some practical issues
Despite the potential merit of such coordination in ideal scenarios, a few problems arise and need to be solved

· Convergence of the scheduler is not guaranteed

· Significant changes in convergence when the tentative scheduled user is changed
· Link adaptation

· Computation of CQI at every iteration of the scheduler

· Very challenging compared to single-cell MU-MIMO operations

· Unclear how to account for receiver beamformer in CQI computation

· Easier with explicit feedback based on H report

· Difficult with explicit feedback based on H’H report or with implicit feedback

· Sensitivity to CSI measurement 
· CSI feedback accuracy and feedback overhead
· Spatial domain-based interference suppression require very accurate CSI feedback. 
· Robustness of PUCCH 
· very limited in terms of overhead and can only carry a few bits. 
· Feedback delay and backhaul delay 
Coordinated scheduling for advanced receiver (IRC receiver)
3.1 Algorithm

For a given number of receive antennas, the advanced receiver, based on interference rejection combining, have the ability to suppress (partially) the inter-cell interference and increase their serving cell transmission rank if appropriate inter-cell coordination is performed.
Assume user 1 and user 2 in cell 1 and user 3 and user 4 in cell 2 and that, in a non-cooperative network, user 1 and user 3 are scheduled on the same time-frequency resource, respectively in cell 1 and 2. This is clearly suboptimal as there is no guarantee that the transmission rank assigned in cell 2 to schedule user 3 is beneficial to the performance of user 1 in cell 1. On the other hand, a cooperative multi-cell network would figure out that scheduling user 4 in cell 2 is more appropriate to maximize the network throughput because a certain transmission rank in cell 2 can maximize user 4 throughput in cell 2 but also be beneficial to user 1 in cell 1, e.g. to perform inter-cell interference cancellation. A coordinated scheduler would therefore schedule user 4 in cell 2 rather than user 3, such that when user 1 receives its signal from its serving cell 1, the transmission rank of cell 2 is favorable to user 1 performance in cell 1 and user 4 in cell 2. Figure 2 illustrates the objective of a coordinate scheduler based on advanced receiver. 
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Figure 2. Coordinated scheduling for advanced receiver
The scheduler can rely on rank coordination based on a recommended interference rank report. For a UE associated with the serving cell, this terminal transmits its preferred rank indicator (denoted as the serving cell RI, similarly to Rel. 8/10) to that cell. The same UE also transmits to the serving cell the rank of the interfering signal (denoted as the interfering cell RI) that maximizes its performance. The UE recommends the interfering cells to transmit a number of layers corresponding to the reported interfering cell RI. The interfering cell RI and the serving cell RI are determined by the UE. Additionally, the UE could report some additional delta CQI that would indicate the loss in throughput if the recommendation is not accepted by the interfering eNB.
An appropriate scheduler would coordinate cells in order to make the recommendation accepted by the interfering cells as much as possible. The scheduler should be designed based on the following basic principle: whenever the scheduler of a cell i accepts the request of a recommended interference rank at time t and over frequency k, the victim CoMP UEs in neighboring cells who reported the recommended interference rank to cell i have to be scheduled at the same time t and the same frequency k. 

A possible scheduler architecture relies on a Master-Slave structure:

· A cluster consists of N cells

· The N cells, namely cell 1, 2, … N, take turn to act as Master, having priority for accepting recommended interfering eNB RI
· Based on rank recommendation, Master decides the value of transmission rank R in its cell (controlled based on delta CQI and QoS of users)

· At each time instant, one cell acts as a Master cell and the rest as Slaves

At each time instant,
· the Master cell performs scheduling in an FDMA manner

· The Master eNB’s scheduler gives highest priority to subgroup of UEs whose RI is equal to the present transmission rank R

· the Slave cells schedule with highest priority its CoMP UEs whose recommended rank is equal to R
An illustration of the Master-Slave scheduler is provided in Figure 2.

	Cell 1
	Master, R=2
	Slave
	Slave
	Master, R=1
	Slave
	Slave

	Cell 2
	Slave
	Master, R=1
	Slave
	Slave
	Master, R=2
	Slave

	Cell 3
	Slave
	Slave
	Master, R=3
	Slave
	Slave
	Master, R=1



Figure 2: Example of a Master-Slave scheduler architecture for rank recommendation

3.2 Some practical issues

Such approach will definitely provide less gains compared to the previous one in an ideal scenario, as there is no interference suppression based on transmit beamforming. However, in practical scenarios, it has some potential benefits, as follows
· Convergence of the scheduler guaranteed

· Link adaptation

· accurate CQI/MCS because computed at the UE side and accounting for cooperation and UE receiver capability
· Sensitivity to CSI measurement

· Less sensitive given the wideband properties of the rank reports
· CSI feedback accuracy and feedback overhead

· No need for feeding back PMI related to the interference cell in order to perform interference coordination
· Can be applied to both OL (e.g. space-time/frequency coded) and CL operations
· Robustness of PUCCH 
· Only additional rank need to be reported, therefore simplifying the design of PUCCH 
· Feedback delay and backhaul delay 

· Less sensitive given the wideband properties
Conclusions
In this contribution, we provide some description of two CS/CB schemes worth investigating in Rel. 11:

· The first scheme relies on a coordinated scheduling, beamforming and power control and targets primarily basic receiver. It potentially achieves high performance but is very sensitive to practical impairments and heavily relies on accurate CSI feedback.

· The second scheme targets more advanced receiver and relies on the feedback of a recommended rank for the interference cells. It requires low feedback overhead and simplifies the scheduler.
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