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1
Introduction

In TSG-RAN#50 a new study item, “Uplink MIMO for HSPA”, was approved [1]. In [2],[3], we proposed an initial simulation framework and link analysis for this feature. This was conducted with power control turned off, and dynamic rate adaptation based on receive SNR. Here we propose three alternative link evaluation methodologies, which also incorporate elements of power control. We provide link analysis based on each of them, and discuss their relative merits. The intent is to help RAN WG1 to decide on an evaluation methodology.
2
Outline of different methodologies.
A simplified schematic for a UL MIMO system is shown in Figure 1. This shows the various feedback loops involved : inner and outer loop power control, precoding, and rate-adaptation (scheduling). Link evaluation usually models only a subset of these aspects. We usually rely on system simulations to capture all the aspects, using a simplified link model based on metrics derived from the link evaluation. Different link evaluation methodologies are possible depending on which of these feedback loops are modeled and to what extent.
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                                         Figure 1:  Simplified schematic for Uplink MIMO system
Uplink simulations for SIMO and ULTD have usually been done with rate-adaptation turned off (i.e., fixed packet sizes) and power-control turned on. However, for UL MIMO, as explained in [4], due to the different statistical behavior of the eigenmodes of the MIMO channel, it becomes important to include elements of rate-adaptation in the link modeling. In [2],[3], power-control was turned off, and rate-adaptation was active on both transmit streams in UL MIMO, along with dynamic selection of the number of streams to be used. Turning power-control off had two motivations: (a) It serves as a simplified start to the UL MIMO study, before mixing both rate-adaptation and power control, and (b) It would be a suitable evaluation framework for a potential power control design that either decouples the E-DPDCH power from that of DPCCH during MIMO operation, or slows down the DPCCH inner-loop power-control rate. However, it is important to also consider alternative power control designs that are more aligned to the current SIMO designs.

In this contribution, we consider three alternative link evaluation methodologies, all of which include elements of power control. We list and name the methodologies considered as follows:

a) Option-A: Power control off, rate adaptation on: This was the approach used earlier in [2],[3].
b) Option-B: Power control strong stream with fixed packet size, rate adaptation on weak stream

c) Option-C: Rate adaptation off (fixed packet sizes on both streams), power control with outer loop off, inner loop on with fixed target SNR on strong stream

d) Option-D: Power control strong stream, rate adaptation on both streams, targeting a desired RxEc/No (or ROT) level.
Note that power control, when active, applies only to the strong stream. The weak stream transmit power is set to a fixed offset of the strong stream transmit power. The BLER on the weak stream is controlled by other means, such as rate adaptation. Power controlling the weak stream or both streams independently has drawbacks as discussed in [4], and we believe it should be excluded from study. The simulation framework for Option-A has been described in detail in [2],[3]. We will now describe the details of Options B,C,D.

3
Option B: Power control stream1, rate adapt stream2
Option-B, illustrated in Figure 2,  is a natural extension of the current SIMO evaluation framework. Just as for SIMO, we use a fixed TBS on the strong MIMO stream and power control it to a target BLER after a target number of HARQ attempts. The weak stream transmit power is an offset of that of the strong stream, so its received SNR varies due to relative variations in the strengths of the two streams. The weak stream TBS is adapted according to this receive SNR. A margin loop that offsets the measured weak stream channel quality before mapping it to a TBS can achieve the desired BLER by updating the offsets based on the CRC pass/fail status of the weak stream packets.  The margin loop works just as in Option-A, except that here we have only one loop on the weak MIMO stream, whereas in Option-A there were two independent loops, one on each stream.
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                        Figure 2:  Option B: Power-control on strong stream, Rate adaptation on weak stream
Note that if the weak stream used the same fixed TBS as the strong stream,  it would experience worse BLER, since power control does not react to this BLER. The BLER could be lowered by using a lower fixed TBS, however, the choice of that TBS for a specified BLER would then depend on the strong stream TBS and channel model. More importantly, the same BLER can be achieved with higher total throughput using rate-adaptation as described above. 

The choice of TBS on the strong stream decides the mean SNR (Rx and Tx EcNo) and throughput over the duration of the simulation. By sweeping this choice, we can plot throughput as a function of SNR, and obtain the throughput gain percentages of MIMO over SIMO at SNRs of interest, just as were obtained in [2] for Option-A.
The precoder selection algorithm used in [2] optimized the sum of the TBS on the two streams over all possible hypotheses of precoder and number of streams transmitted. When one stream was transmitted, the TBS on the other stream was considered as zero for this purpose. The power that would otherwise have been expended for transmitting data on the weak stream was instead used to raise the power of the primary and secondary DPCCH while maintaining the same traffic/pilot and control/pilot power ratios. In the framework of [2], with fixed transmit power, this transfer of power away from the second stream data during single stream fall-back would allow for a larger packet size on the primary stream. Both the scheduler and the precoder selection would evaluate whether this is preferrable to sending two streams, although with a possibly smaller packet on the strong stream. In the framework of Option-B, we can use the same approach of transferring power from weak stream data to the pilots during single-stream fall-back. However, since the strong stream TBS is fixed, the precoder selection approach of [2] would result in maximizing the weak stream SNR. This would interchange the strong and weak streams, causing the power control to be effectively based on the weak stream. To avoid this, in Option-B, the precoder must always maximize the SNR on the stream being power-controlled, rather than maximizing the sum of the TBS on the two streams. Also, since power control is active, the sudden rise in DPCCH level due to switching from dual to single stream would cause power-control to attempt to undo this rise. To prevent these rapid fluctuations of the DPCCH level, the outer-loop target SNR is also modified to reflect the corresponding step change of DPCCH level caused by a change in the number of transmitted streams.

In traditional SIMO simulations, power control has the effect of trying to limit the variations in the receive EcNo. To some extent, this models operation in an actual system with a scheduler operating with an ROT budget, which corresponds to the receive EcNo. This justifies the approach of using a fixed TBS for SIMO link evaluations. This justification is however lost under Option-B, because only one stream is power-controlled, and the receive EcNo can vary widely due to fluctuations in the channel quality of the other stream.

Since Option-B differs from realistic system operation, a separate system simulation evaluation would be required. For SIMO, link to system-sim mapping is done by running the link simulation for different TBS and generating curves of BLER against short-term SNR for each of them. For MIMO, the two streams may be thought of as two different channel types, and hence a separate set of short term curves will be required for each of them for each TBS. Option-B allows these curves to be generated for both the streams, in a manner similar to that used in SIMO. The only difference is that on the weak stream, since the TBS varies during the simulation, for every packet we must record not just the BLER and short-term SNR but also the TBS. A particular TBS may be scheduled on the weak stream in different simulations that used different (fixed) strong stream TBS. The records of (TBS,BLER,SNR) from such sims can be merged together and sorted by TBS to obtain the weak stream short-term curves for all TBS that were scheduled during the simulations. Note that the short term SNR used here must be the Wiener SNR for a MIMO receiver, and not the matched-filter bound which simply measures total energy in the channel and does not account for inter-path and inter-stream (temporal and spatial) interference.
4
Option C: Power control without rate adaptation or BLER target
We have repeatedly emphasized the need for rate adaptation for uplink MIMO study. However, in an effort to potentially reduce the simulator development burden for studying rate adaptation and thus speed up the progress of the study, we looked for a way to demonstrate MIMO gains in spite of using fixed TBS on both streams. As noted when describing Option-B, fixing the TBS on the weak stream with option B gives poorer throughput for a given target BLER. However, instead of fixing the TBS to achieve the target BLER, we could fix it to maximize throughput. This may result in a BLER that differs from the targeted strong stream BLER and SIMO BLER. For a fair comparison between SIMO and MIMO, we must then also allow a different BLER that optimizes SIMO throughput. Since we must compare throughputs at a given receive SNR (EcNo), we arrive at the following methodology, which we call Option–C, illustrated in Figure 3:
a) Fix the target receive SNR for inner-loop power control for the strong stream, i.e., turn off the outer loop power control that would otherwise vary this this target to achieve a desired BLER.
b) Fixing an arbitrary nonzero TBS on the weak stream, sweep the strong stream TBS to find the one that maximizes the average throughput. The maximizing TBS is independent of choice of TBS on the weak stream. Note that both strong and weak stream TBS are fixed in each simulation, the sweep refers to repeating the simulation with different choices of TBS.
c) Fix the TBS found in (b) on the strong stream, and sweep the weak stream TBS to find the one maximizing the sum throughput. Since both streams have fixed TBS, precoder should maximize strong stream SNR rather than the sum of the TBS.
d) Measure the maximized sum throughput and the total receive EcNo. Note that because ILPC uses a fixed SNR target and the weak stream power is a fixed offset of the strong stream power, the receive SNR is independent of the TBS used. The receive EcNo differs from the target SINR set in (a), mainly because it includes the effect of both streams, while the target SNR only applies to the strong stream. This difference is a function of the channel model.
e) Run the SIMO sim with fixed TBS and outer-loop power-control turned off, sweeping the TBS to maximize throughput. The target SNR for inner loop power control set to achieve the same total receive EcNo as obtained in (d). Since there is only one stream, the target SNR is now fairly close to the receive EcNo. The difference between them is now only due to the fact that the receive EcNo is measured at the output of the propagation channel (i.e., at UE antenna connector), while the target SNR controls the SNR measured within the receiver for the purpose of power control, which includes receiver imperfections. This difference is typically small, around 0.1dB.
f) Compare the throughputs in (d) and (e) to find the MIMO throughput gain at the receive SNR found in (d). Repeat with different target SNRs chosen in step (a) to obtain throughput vs. receive EcNo curves for SIMO and MIMO, which can then be interpolated to find the MIMO throughput gain at any desired receive EcNo.
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                Figure 3:  Option C : Rate adaptation off, Power control with inner loop on, outer loop off.

Note that Options A,B,D involve sweeping a single parameter to obtain the throughput vs. SNR curves. Here the target SNR corresponds to this parameter, however, for each choice of target SNR we also need to sweep through a range of payloads to maximize the throughput. However, a potentially two-dimensional sweep over all pairs of payloads for the MIMO case has been reduced to two one-dimensional sweeps (steps (b) and (c)). This is because the contribution of the total MIMO throughput from each stream is influenced only by the power of the other stream (via the inter-stream interference), and not by its TBS.
In the other options A,B,D, TBS is varied dynamically during the simulation depending on channel conditions. Here the TBS is constant during each simulation, but several such TBS are tried and the one maximizing throughput is selected. This can be viewed as rate-adaptation based on long-term rather than short-term channel condition.
The SIMO baseline throughputs as well as the MIMO gain percentages with Option-C can sometimes be larger than those for the other options A,B,D. This may make it seem that fixing the payloads is better than doing rate adaptation, but this is not true – the reason is that the BLER in these cases will be different from that used as target BLER for Options A,B,D. In certain cases, a larger TBS with large BLER after first transmission gives better throughput than a smaller TBS with lower BLER. The larger BLER may still be acceptable from a system viewpoint as long as the BLER becomes low enough after the maximum number of HARQ retransmissions, thus avoiding frequent upper-layer retransmissions. Thus, we are relying on HARQ operation to provide some of the benefits of rate-adaptation. Indeed, if we run Option-C optimizing the TBS in steps (b),(c),(e) to attain a particular target BLER instead of maximizing throughput, then Option-C will do worse. Conversely, the throughput obtained in any specific scenario (i.e., channel model and other simulation parameters) with the other Options A,B, and D can be improved by varying the target BLER used in that scenario. Since the best BLER would depend on the scenario, such optimization is difficult in a practical system.
The main advantage of Option-C is the simulator development time saving from not having to implement rate adaptation. However, this is coupled with several disadvantages:

a) Link efficiency is lost due to absence of rate-adaptation.
b) Larger throughputs are sometimes possible, but only because the BLER is uncontrolled. This is not a realistic system operation.

c) The number of simulations required is also larger, due to the need to sweep different choices of TBS.
d) The control on BLER in the other options allows us to run the long term simulations and log short-term BLER and SNR to produce the curves needed for link-to-system mapping. In Option-C, since BLER is uncontrolled, we have to exhaustively sweep the target SNR to get these curves, further increasing the number of simulations needed.
5
Option D: Rate adaptation and power control
In this link evaluation methodology, we adapt the rate on both MIMO streams, and power control the strong stream. Of all the methodologies considered, this is closest to how an actual system would operate. This method forces the introduction of additional transmit power and/or receive SNR constraints that were absent in Options A,B,C. This is because without such constraints, the strong stream TBS is undetermined: Any TBS can be selected, and power-control will ensure that it attains the targeted decoding performance (BLER), so a simple throughput maximizing scheme would always choose the largest TBS. This is prevented in practice by two constraints: (a) UE headroom: Large TBS may cause power-control to raise the setpoint until UE power headroom is exhausted, and (b) ROT at NodeB : Even if the UE can transmit at the required high power, the NodeB may disallow it, to control the interference caused by the UE. Since UL MIMO is primarily targeted at increasing throughputs, power-limited UEs are not the major beneficiaries. We therefore assume no limit on UE headroom, but do limit the Node-B ROT. The resulting simulation framework can be described as follows:
a)     Power control operates only on one of the two MIMO streams. Thus, inner loop power control ensures that this stream SNR achieves its target, and outer loop power control ensures that the target is chosen to meet a desired BLER for the data packet sent on this stream after a desired number of HARQ attempts.

b)    The precoder is chosen from among available precoders in the codebook, to maximize the SNR of the stream that is being power controlled. Thus, power control operates on the strong stream. When UE reverts to single stream transmission, the transmission is made on this stream. If SVD based precoding is used, the streams output by the SVD precoder are ordered such that the strong stream is the one being power controlled.

c)    UE has no limit on transmit power. The UL MIMO feature is primarily aimed at achieving throughput gains, hence power-limited UEs will not be the main ones that benefit from this feature. It is important to ensure that such UEs do benefit from CLTD gains, i.e., that UL MIMO UEs revert to single stream transmissions during low SNR conditions. However, low SNR conditions can be modeled using a Node-B receiver ROT constraint rather than UE transmit power constraint, as described below.

d)    The phase references for channel sounding of the two streams are transmitted at the same power. Note that more than one channel may be used to obtain the phase reference, eg., for high data rate, we have to use E-DPCCH together with DPCCH to avoid high DPCCH setpoints. The total power in the phase references for one stream is the same as that for the other. Further, during dual stream data transmissions, data channels from both streams are sent at the same power. The power offset between the data channel on each stream and the phase reference on that stream, referred to as ∆T2TP, is the same for all TBS.

e)    The scheduler in the Node-B receiver measures the receive chip-level SNR (Rx Ec/No) of the UE waveform, and attempts to select the number of streams and the payload sizes on the streams so as to keep Rx Ec/No at a particular target. This models the ROT control in practical schedulers. The target value for Rx Ec/No is fixed for the duration of the simulation, and is swept in multiple simulations. In each simulation, the average throughput and Rx Ec/No are recorded, giving a curve of throughput against Rx Ec/No. This curve is a performance metric of the simulation. By comparing curves for a MIMO and SIMO UE, we can measure MIMO gain as a throughput gain percentage at a given Rx Ec/No. The Rx Ec/No for a MIMO UE is defined as follows:
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Note that to obtain the performance metric curves, Rx Ec/No is computed using the true values of Ecp/No on the primary and secondary stream, based on the channel realization. For purpose of selecting the TBS however, the scheduler does not know the channel and must use estimates of Ecp/No instead.

f)    Every choice of TBS on the primary stream is associated with a particular pair of values for 
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then decide the transmit powers of the secondary stream pilot and data, and hence the RxEc/No. The RxEc/No does depend on whether or not data is sent on the secondary stream, but given that data is sent, it does not depend on the exact payload size. However, the powers on all the channels does decide the SNR that would be experienced by the secondary stream, which determines the size of the payload that can be reliably sent on the secondary stream. The scheduler chooses 
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 (i.e., the number of streams on which data is sent) and the payloads on each stream (the secondary stream payload may be considered zero if data is only sent on one stream), to maximize the sum of the payload sizes subject to the constraint that the RxEc/No not exceed the target.

g)    The BLER on the primary stream is controlled by the inner and outer power control loops, and is thus maintained independent of the choices made by the scheduler. On the other hand, the BLER on the secondary stream depends directly on the payload selected on that stream by the scheduler. The scheduler must estimate the SNR that would result on the secondary stream as a result of its choices of primary stream TBS, and match that SNR to a payload that gives acceptable BLER. The throughputs achieved will depend on the BLER. So as to have a fair comparison against SIMO, we should target the same BLER on the secondary stream as on the primary stream. Due to errors in SNR estimation which will depend on channel model, we need an SNR margin loop in the scheduler to accurately control the secondary stream BLER, just as outer loop power control maintains the primary stream BLER. The margin loop applies a backoff to the computed SNR before mapping it to a TBS, and varies the backoff depending on the decoding status of the packets after the target number of HARQ transmissions, in order to maintain the desired BLER.

h)    In evaluating different TBS choices at step (f), the scheduler has to estimate receive SNR on the secondary stream that would result from different transmit power levels corresponding to the different TBS choices. The receive SNR is usually measured at the output of the Node-B receiver (eg, equalizer). A simple approximation would be to assume that this SNR is proportional to the transmit power level, so only one SNR measurement is required. A more sophisticated receiver could assume only that the energies of the channel estimates input to the receive SNR measurement algorithm are proportional to the transmit pilot power level. So it recomputes the SNR by scaling these channel estimates accordingly for each hypothesis of transmit pilot power level.

i)    The scheduler can accurately target the desired RxEc/No target only in the slots immediately following packet decoding terminations on both MIMO streams (either due to successful decoding or due to failure after the maximum number of HARQ attempts). In other slots, ongoing packet transmissions limit the scheduler’s ability to change the packet sizes (and thus the corresponding transmit power levels, based on the associated T2P and EDPCCH-C2P) to target the desired RxEc/No. Even in slots where both packet sizes can be changed, the targeting is limited by the accuracy of its Ecp/No estimates. Thus, a measure of the accuracy achieved in targeting the desired RxEc/No must be part of the simulation performance metrics. We propose recording the difference between some statistical measures of the RxEc/No and its target. The statistical measures could be the mean and the 90th percentile of the RxEc/No.

j)    Since the evaluation is done entirely using a link simulator, there is no need to define and execute procedures for generating curves for link to system-simulation mapping.

Option D has an advantage not shared by any other option: Being very realistic in its model of an actual system including rate adaptation and power control, it offers the possibility to avoid conducting a system simulation study and associated link-to-system mapping. This is especially so given that the MIMO throughput gains are significant only at high ROT (10dB and above), so system simulations would also have to operate in modes similar to isolated cells, which resemble the Option D methodology.
6
Link simulation results
Table 1 lists the main simulation parameters. They mainly follow those used in [3], specific modifications needed depending on the evaluation methodology used are mentioned against the relevant parameters. Tables 2,3 shows the throughput gain percentages for receive EcNo per receive antenna of 10dB and 15dB. Blank spaces in these tbales correspond to cases were results were not yet available due to lack of simulation time. 
Table 1: Simulation assumptions for link evaluation of UL MIMO
	Parameter
	Value

	Physical Channels
	E-DPDCH, S-E-DPDCH, DPCCH, S-DPCCH,            E-DPCCH (both streams),

	E-DCH TTI [ms]
	2

	Modulation
	16QAM for TBS ≥ 8105, QPSK otherwise 

	TBS [bits]
	Variable based on NodeB scheduler

	Number of physical data channels and spreading factor on both MIMO streams 
	2xSF2+2xSF4

	Power ratio of E-DPCCH/DPCCH and S-E-DPCCH/S-DPCCH [dB]
	10

	Power ratio between primary and secondary pilot channels (DPCCH/S-DPCCH) [dB]
	0

	Power of channels other than data and pilot (i.e., DPDCH, E-DPCCH, HS-DPCCH)
	Zero 

	Number of H-ARQ Processes
	8

	Maximum Number of H-ARQ Transmissions
	4

	Target Number of H-ARQ Transmissions
	1 (Doesn’t apply to Option C)

	Residual BLER
	10% (Doesn’t apply to Option C)

	Number of Rx Antennas
	2, 4

	Channel Encoder
	3GPP Release 6 Turbo Encoder

	Turbo Decoder
	Log MAP

	Number of iterations for turbo decoder
	8

	DPCCH Slot Format
	1 (8 Pilot, 2 TPC)

	Channel Estimation for data demodulation
	Realistic – 4  slot non-causal filtering. In CLTD/MIMO, operates on channel synthesized by eliminating effect of precoder

	Inner Loop Power Control
	OFF (Option A), ON (OptionB,C,D) 

	Outer Loop Power Control
	OFF (Option A,C), ON (OptionB,D)

	Inner Loop Power Control update rate
	1 slot (applies if ILPC is ON)

	Inner Loop PC Step Size
	1dB (applies if ILPC is ON)

	UL TPC Delay (sent on F-DPCH)
	2 slots (applies if ILPC is ON)

	UL TPC Error Rate (sent on F-DPCH)
	4% (applies if ILPC is ON)

	Precoding weight vector determination
	SVD or SNR based.

	Channel Estimation for precoder determination
	Realistic – 4  slot non-causal filtering, operating on channel synthesized by eliminating effect of precoder

	Quantization of Precoding vector
	Unquantized and quantized (2bits phase)

	Precoding Feedback delay
	3 slot

	Precoding Feedback error rate
	0

	Precoder update rate
	3 slots

	Scheduling delay
	3 slots

	Propagation Channel
	Single Path 3 km/hr (2x2 & 2x4 MIMO i.i.d. rayleigh), PA3 (modified), VA3 (modified)

	NodeB Receiver Type
	LMMSE

	Antenna imbalance [dB]
	0

	UE Tx Antenna Correlation
	0

	NodeB Rx Correlation
	0

	UE DTX
	OFF

	Searcher and Time/frequency tracking loop
	OFF (finger placed at each channel tap for channel estimation)


Table 2: Throughput gain percentage of MIMO (unquantized SVD) vs. SIMO from link methodologies A,B,C,D
	2RX, MIMO (unquantized svd) vs SIMO Throughput gain % at 10dB and 15dB RxEcNo

	
	OnePath 3kmph, 2RX
	PedA 3kmph, 2RX
	VehA 3kmph, 2RX
	

	Option
	10dB
	15dB
	10dB
	15dB
	10dB
	15dB
	

	A
	19
	52
	18
	46
	4
	30
	

	B
	15
	47
	13
	31
	8
	15
	

	C
	8
	47
	 
	 
	 
	 
	

	D
	23
	45
	22
	41
	11
	21
	

	
	
	
	
	
	
	
	

	4RX, MIMO (unquantized svd) vs SIMO Throughput gain % at 10dB and 15dB RxEcNo

	
	OnePath 3kmph, 4RX
	PedA 3kmph, 4RX
	VehA 3kmph, 4RX
	

	Option
	10dB
	15dB
	10dB
	15dB
	10dB
	15dB
	

	A
	67
	83
	65
	80
	60
	78
	

	B
	64
	83
	62
	78
	49
	 
	

	C
	 
	 
	 
	 
	 
	 
	

	D
	 
	 
	55
	81
	44
	66
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	Table 3: Throughput gain percentage of MIMO (2-bit phase quantization of precoder) vs. SIMO from link methodologies A,B,C,D
2RX, MIMO (2bit phase PCI) vs SIMO Throughput gain % at 10dB and 15dB RxEcNo

	
	OnePath 3kmph, 2RX
	PedA 3kmph, 2RX
	VehA 3kmph, 2RX
	

	Option
	10dB
	15dB
	10dB
	15dB
	10dB
	15dB
	

	A
	16
	43
	13
	38
	3
	27
	

	B
	3
	33
	2
	25
	8
	15
	

	C
	0
	33
	0
	24
	13
	20
	

	D
	10
	33
	6
	26
	7
	18
	

	
	
	
	
	
	
	
	

	4RX, MIMO (2bit phase PCI) vs SIMO Throughput gain % at 10dB and 15dB RxEcNo

	
	OnePath 3kmph, 4RX
	PedA 3kmph, 4RX
	VehA 3kmph, 4RX
	

	Option
	10dB
	15dB
	10dB
	15dB
	10dB
	15dB
	

	A
	63
	81
	62
	78
	59
	78
	

	B
	64
	77
	63
	74
	50
	 
	

	C
	48
	73
	45
	77
	49
	71
	

	D
	 
	 
	53
	79
	44
	66
	


From Tables 2,3 we can conclude that for high ROT (15dB RxEc/No per receive antenna) or with 4 receive antennas, there is no compelling distinction in terms of the throughput gain percentages between the 4 options A,B,C,D. In these situations, SIMO reaches its peak rate limit, allowing significant MIMO gain. However, for 10dB RxEc/No with 2 receive antennas,  Option-D looks very promising, with gains similar to those of Option A and noticeably better than those of Options B,C.  For this reason, coupled with its realistic nature and the possibility it provides of eliminating the need for a separate system simulation effort, we would like to propose this as the link and system evaluation methodology.
Proposal : Choose Option D as the link and system evaluation methodology.
7
Conclusions

In this contribution, we presented three alternative link evaluation methodologies for the uplink MIMO feature. All of them incorporate elements of power control, as distinct from our initial results [2],[3], that had power control disabled. Option-D has noticeably better MIMO gains at 10dB ROT with 2 receive antennas, and is close enough to operation of a realistic system that it could avoid the need to do a separate system simulation effort. For this reason, we propose Option-D as the link and system evaluation methodology.
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