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1
Introduction

In order to improve the cell edge UE throughput, Single Frequency Dual Cell HSDPA was presented in [1], which allows advanced UEs (e.g. DC-HSDPA capable) to receive independent transport blocks from different cells on the same frequency. This contribution is to provide some initial system results for the concept of SFDC-HSDPA.
2
Discussion
2.1
Motivation

In [1] when DC capable UE camped in single frequency network, it is possible to receive HSDPA data from different cells simultaneously. The conclusions showed that the gains in user experience are significant for users in handover regions of the system without causing any degradation to the non-SHO users. In order to better evaluate performance of DC-HSDPA UEs in a single frequency network, it is necessary to analyse the gains from both system throughput and cell edge UE throughput aspects.
2.2
Scenarios

There are mainly three scenarios for evaluating SFDC-HSDPA. One is intra-NodeB case, and the others are inter-NodeB cases. In these scenarios, only softer handover or soft handover UEs can be served by two cells simultaneously. These cases are shown as Figure1, 2 and 3.
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Figure1: Case1 - Intra-NodeB SFDC-HSDPA
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Figure2: Case2 - Inter-NodeB SFDC-HSDPA
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Figure3: Case3 - Inter-NodeB SFDC-HSDPA, with NodeB BBU

Based on above figures, if the UE camped in softer or soft area, the UE can be configured to receive HSDPA data from Cell 1 and Cell 2 simulataneously, while cell 1 is the primary serving cell and cell 2 is the secondary serving cell as defined for DC-HSDPA.
2.3
Preliminary System Simulation Results

2.3.1
Full Buffer traffic

Table 1 lists the system simulation assumptions used to study the performance of SFDC-HSDPA. For Intra-NodeB SFDC, only softer HO UEs are served by two cells simultaneously. For Inter-NodeB SFDC, both softer and soft HO UEs are served by two cells simultaneously.
For full buffer traffic, two scheduling algorithms are applied based on proportional fair scheduling mode as following:

· Joint scheduling: the PF priority is calculated by R/(r1+r2), where R is equal to UE’s CQI in each cell and r1 or r2 is equal to UE total throughput in the correpsonding scheduled cell.
· Independent scheduling: the PF priority is calculated by R/r, where R is equal to UE’s CQI is each cell and r is equal to UE throughput in each cell.
The following performance metrics are compared with baseline system (without SFDC) and SFDC-HSDPA

· Sector average throughput at different number of users

· Average user throughput at different number of users
Table 1: System Simulation Assumptions for SFDC-HSDPA (Full Buffer)

	Parameters
	Values and comments

	Cell Layout
	Hexagonal grid, 19 NodeB, 3 sectors per NodeB with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L = 15.3 + 37.6log10(R), R in kilometres

	Log Normal Fading
	Standard Deviation: 8dB

Inter-NodeB Correlation: 0.5

Intra-NodeB Correlation: 1.0

Correlation Distance: 50m

	Max BS Antenna Gain
	14 dBi

	Antenna pattern
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	Channel Model
	PA3

	Penetration loss
	10 dB

	CPICH Ec/Ior
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise
	-174 dBm/Hz

	UE category
	14

	UE Receiver Type
	type 3 (LMMSE without RxD)

	Maximum Sector Transmit Power
	43 dBm

	Traffic model
	Full Buffer

	Queuing and Scheduling
	Proportional Fair

	Flow control on Iub
	Ideal and instantaneous

	HS-DPCCH Decoding
	Ideal on both sectors


Figure 4 and 5 show simulation results of sector average throughput and softer HO UE average throughput for intra-NodeB SFDC scenario, ,assuming total 8% UEs in softer handover area.
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Figure 4: sector average throughput for Full Buffer traffic
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Figure 5: softer HO UE average throughput
Figure 6 and 7 show simulation results of sector average throughput and softer and soft HO UE average throughput for inter-NodeB SFDC scenario, assuming total 30% UEs in softer or soft handover area.
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Figure 6: sector average throughput for Full Buffer traffic
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Figure 7: softer and soft HO UE average throughput

As seen in the Figure 4, there is no obvious improvement of sector throughput due to both scheduler algorithms, even 4% loss for independent scheduling. In Figure 5, for softer HO UEs, it can be seen that there are significant gains for independent scheduling (about 45%) compared to baseline, but gains are smaller for joint scheduling than independent scheduling. And gains are decreased as UE number increased.

In Figure 6 and 7, for independent scheduling mode, there are obvious gains on average throughput for softer and soft HO UE (about 20%), but sector average throughput descreased by 7% ~ 16%.
On the basis of simulation results above, softer or soft HO UE will benefit for both scheduler algorithms because these UEs can be provided with more scheduling opportunities from the secondary serving cell, while non-HO UEs lost scheduling opportunities so that the sector average throughput is not improved so far.
2.3.2
Burst traffic

Table 2 lists the burst traffic model, and other simulation assumptions are same with Table 1. For Intra-NodeB SFDC, only softer HO UEs are served by two cells simultaneously. For Inter-NodeB SFDC, both softer and soft HO UEs are served by two cells simultaneously.

For burst traffic, two scheduling algorithms are applied based on proportional fair scheduling mode as following:

· Assorted scheduling: As mentioned in [1], for each cell, two classes of UEs are defined during scheduling,
· Class A: UEs that have this cell as serving (via strongest link).

· Class B: UEs that do NOT have this cell as serving (via weaker link).

· A Class B UE has absolute lower priority compared with a class A UE unless the class B UE has pending retransmission in which case it will be treated the same as a Class A UE.

· Joint scheduling: the PF priority is calculated by R/(r1+r2), where R is equal to UE’s CQI in each cell and r1 or r2 is equal to UE total throughput in the correpsonding scheduled cell.
Table 2: System Simulation Assumptions for SFDC-HSDPA (Burst)
	Traffic
	Bursty Traffic Source Model
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The following performance metrics are compared with baseline system (without SFDC) and SFDC-HSDPA:

· Sector average throughput

· Average user burst rates

· The burst rate is defined as the ratio between the data burst size in bits and the total time the burst spent in the system

· The total time the burst spent in the system is equal to the sum of the transmission timer over the air and the queuing delay

Figure 8 shows simulation results of softer HO UE average burst rate and sector average throughput for Intra-NodeB SFDC scenario, assuming total 8% UEs in softer handover area.
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Figure 8: softer UE average burst rate to sector average throughput
Figure 9 shows simulation results of softer and soft HO UE average burst rate and sector average throughput simulation results for Inter-NodeB SFDC scenario, assuming total 30% UEs in softer or soft handover area.
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Figure 9: softer and soft UE average burst rate to sector average throughput

In Figure 8, for softer HO UEs, it can be seen performance degradation (6% ~ 17% loss) for both algorithms when there are 2 UEs or less per sector, which is casued by inter-cell interference. When UE number increases, there is little gain on burst rate compared to baseline. It is probably because inter-cell interference will become slight similar to full buffer traffic, and then UEs could benefit from multi-cell scheduling.
For softer and soft HO UE in Figure 9, there is also performance degradation for both algorithms when the UE number per sector is small. When UE number increases, there is almost no gain on burst rate.
Based on the simulation results above, two key points should be focused:
(1) Compared to full buffer traffic, burst traffic will be influenced seriously by inter-cell interference, because the traffic from different users may not overlap. This effect is more significatant when user number is small.
(2) When user number is large enough, the results are similar to full buffer traffic, because the inter-cell interference issue turns slight, and then UEs could benefit from multi-cell scheduling.
4
Conclusions

In this contribution, some simulations performance is presented for type 3 user receiver. As seen in the preliminary system simulation results, two observations are as following:

· For full buffer traffic, both joint scheduling and independent scheduling can improve user throughput significantly for user in softer or soft handover region, whereas the gain of sector average throughput is negative for independent scheduling.
· For burst traffic, both assorted scheduling and joint scheduling can not improve user burst rate when user number is small, since inter-cell interference affects user experience significantly in case traffic from different users may not overlap.
If type 3i UE receiver is used, for burst traffic, the advanced receivers are capable of canceling strong interference and are able to successfully decode the two transport block simultaneously. In this case, it is considered that user burst rate could be improved obviously when user number is small.
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