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1. Background

The following agreements have been reached in the last meeting:

· Continue with evaluation assumptions as agreed in RAN1#61 in [1].
· To aid calibration of results, provide VoIP outage or VoIP capacity for the simulated scenarios

· except in the case of UTDOA based on SRS measurements only.
· 0dB offset between SRS and PUSCH

· Other values may be evaluated in addition.

· The results are to be provided for UTDOA method only, without combining with any other positioning technology.
· At RAN1#63:

· Summarize results for the simulated scenarios, accounting for the assumptions applied in the scenarios

· No averaging of results between companies.
· Ranges of results corresponding to available evaluations are to be provided.
· Summarize the information to be provided by the network necessary to support UTDOA in the scenarios and configurations evaluated.
In this contribution, we summarize and analyze the simulation results that have been presented by different companies.
2. Interpretation of results

2.1. UTDOA performance
In [14], the relationship between power control and interference modelling has been discussed and two critical zones for UTDOA (shaded in red in Figure 1) were identified. The zone closer to the serving cell site is where power-controlled UEs transmit at a low power level which has difficulties to overcome the interference at cooperating LMUs at the neighbour sites. The second zone around the serving cell edges is e.g. due to the power limitation, the increased probability of false detection at the reference LMU, or simply poor geometry i.e. relative location of cooperating sites. 
Using UTDOA may be challenging in either of the zones, which has been recognized, e.g. in [8]. In [8], it has also been argued that in the first zone Cell ID based positioning can be used as a fallback method to ensure good positioning performance. The size of the second zone depends on the cell range and the interference/load in the system. It is therefore important to understand how large these zones are and how well UTDOA performs in these zones, which is necessary for assessing the UTDOA performance as a standalone positioning method and understanding its dependence on other methods. 
The sizes of the two zones are directly related to the area size where UTDOA can be complemented with Cell ID based positioning and the outage rate, both addressed in the agreements in [1]. However, from some presented results, e.g. in [3,7,8,9], it is difficult to estimate how large the areas are since the statistics on using Cell ID based positioning and outage have not been presented.  At the same time the two affected zones have been excluded in the presented accuracy results. The two issues are further discussed in Sections 2.2 and 2.3 below.
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Figure 1. Illustration of problematic zones resulting from interaction of power control and interference [14].
2.2. UTDOA complemented with other positioning methods

The main performance characteristic in the evaluation of a positioning method is the accuracy CDF. It is, however, important to understand which UEs are included in this statistics and which of them/how many of them are not included. For a fair performance evaluation of a positioning method it is important to look at the performance results of UTDOA only without combining with other methods, e.g. CID or E-CID positioning. Such evaluation principles were used when 3GPP evaluated OTDOA performance, and hence the same principle should govern the UTDOA evaluation. If not, the judgment of UTDOA would become biased.
The importance of this principle  becomes evident from Table 1 showing the percentage of UEs located within at most X m from the serving eNodeB, where X is 50, 100, 150, and 300 m in macro network deployments with ISD = 500 m (Case 1) and ISD = 1732 m (Case 3) that have been agreed in [1]. Furthermore, a 2D antenna model from 36.942 is assumed in [1], which is known for its poor cell isolation, e.g. in practice there can be more than 73% of UEs within 300 m from the serving site. A more realistic 3D antenna model specified in 36.814 applied in the same macro environments gives the UE statistics presented in Table 2, where 90% of UEs are within 300 m from the base station and thus the error with Cell ID based positioning does not exceed 300 m in the worst case (note: this is actually exactly one of the FCC requirements [4]). Note, however, that the accuracy with Cell ID based positioning depends on what the reported position is. The minimum error is obtained when the reported position is in the middle of the cell and the maximum error is when the reported position is at the cell origin (e.g. as in Figure 1).
The two tables indicate that the relative size (with respect to the total cell area) of the zone, where Cell ID based positioning can be used, can be rather large, especially in small cells, i.e. in areas where UTDOA has best performance due to the UE power limitation and the resulting cell hearability issue which hit the UTDOA performance in large cells. In larger cells, the first critical zone (as described in Section 2.1) starts growing which results in insufficiently many detected sites for many UEs and thus the degraded UTDOA performance statistics, and at the same time cell ID based positioning becomes less accurate, which calls for other complementing positioning methods in such areas.
Table 1. UE location statistics in the networks simulated for UTDOA evaluation (2D antenna model [TS 36.942]), potentially the positioning accuracy obtained with CID positioning
	Inter-site distance
	Distance from the serving eNodeB to the UE(*)

	
	(50 m
	(100 m
	(150 m
	(300 m

	500 m (Case 1)
	3%
	17%
	32%
	73%

	1732 m (Case 3)
	1%
	1.5%
	4%
	10%


(*) The eNodeB is in the origin of the cell, i.e. reflecting worst-case error with Cell ID based positioning
Table 2. UE location statistics in the same networks as simulated for UTDOA evaluation, but with 3D antenna model [TS 36.814], potentially the positioning accuracy obtained with CID positioning
	Inter-site distance
	Distance from the serving eNodeB to the UE(*)

	
	(50 m
	(100 m
	(150 m
	(300 m

	500 m (Case 1)
	3%
	19%
	35%
	90%

	1732 m (Case 3)
	1%
	1.5%
	4%
	11%


(*) The eNodeB is in the origin of the cell, i.e. reflecting worst-case error with Cell ID based positioning
Due to the above reasons, it has been agreed in the last meeting that “the results are to be provided for UTDOA method only, without combining with any other positioning technology”. However, it has to be noted that many of the results presented have been based on the assumption that UTDOA is complemented with other techniques as discussed, e.g., in [3,7,8,9].

2.3. UE service outage
In [1], it has been agreed that UTOA/UTDOA is calculated only in points on the grid where UE has voice coverage and where outage is defined for 2% FER at 50 ms delay bound. Such statistics can only be mapped to static simulations based on the statistics collected from dynamic VoIP. The same also applies to modelling the realistic relation between interference and load/capacity for VoIP, which has only been simulated in [10]. The service performance and outage are determined by the link and system capacity to be able to maintain the QoS requirements and also by the control channel capacity and performance e.g. BLER. The current performance requirements for DL control channels are specified down to at least approximately -2 dB for most control channels, whilst the PUCCH performance requirements are typically specified for even lower SINR, e.g. down to -5 dB or even lower.
In [13], the outage points that are excluded from UTDOA accuracy evaluation are defined as points where “SINR at the serving cell is below agreed threshold (5 dB below SINR) at certain cell edge areas”. Further, in the same contribution, it is stated in the simulation assumptions that “UTDOA is calculated only in points on the grid where UE has voice coverage (UE power is 23 dBm or less)”. Neither of the two definitions is clear, and they seem to be not inline with the traditional 3GPP definition (e.g. [1,19]), which needs to be clarified to ensure the correct interpretation of the presented results. For this reason, it has been agreed in [1] that VoIP outage statistics has to be presented together with the positioning accuracy results, which has also been emphasized again in the agreements from the last meeting (see Section 1). The VoIP outage relates to the serving cell, unlike the no-coverage rates discussed below.
2.4. No-coverage rates and the number of cooperating LMUs

No-coverage rates have been explicitly presented e.g. in [5,14,15], where the no-coverage rate has been defined as the ratio of UEs for which less than 2 cooperating LMUs are obtained (not to be confused with VoIP outage). With this definition, the no-coverage issue is more likely to happen for UEs in the first zone described in Section 2.1 and it indicates the limitation of the power-controlled system deploying UTDOA. The detected LMUs statistics have also been shown, e.g. in [16], from where the no-coverage rate can be deduced. Whether the accuracy results presented in [16] are obtained under the assumption that UTDOA is complemented with Cell ID based positioning is unclear (e.g. Figure 6 reveals that for the power offset of 0 dB at least three LMUs, including the serving-site LMU, are obtained for 90% of UEs while the maximum accuracy percentile is at 94% in Figure 9 for the same configuration).
Observation 1: For the correct interpretation of the results, it is necessary to know exactly which points are excluded from the presented statistics and what the no-coverage rate, portion of points where Cell ID based positioning is used, and VoIP service outage are.
Proposal 1: To ensure unbiased evaluation of UTDOA, consider only results obtained without Cell ID based positioning (alternatively, subtract from the low percentile the percentage of the points where Cell ID can be used) and for which the no-coverage and outage statistics are provided (alternatively, included as an infinite error in the results).
3. Simulated scenarios
The companies have agreed to evaluate the following 5 scenarios [1]:

1. Dynamic scheduling without SRS,

2. Dynamic scheduling with SRS,

3. SPS scheduling without SRS,

4. SPS scheduling with SRS,

5. SRS only,

where no scheduling information shall be assumed to be available as a baseline.

No positioning accuracy results have been presented specifically for the baseline assumption on the scheduling information availability. 
Measurements based on dynamically allocated resources: Assuming no scheduling information is specifically relevant for dynamic scheduling. The scheduling information is to be communicated via E-SMLC from the serving-site LMU to other LMUs, which is subject to delays and implies a large amount of signalling overhead. Since [2], it has also been stated that in case of dynamically scheduled resources for user data traffic, there is a need to configure special SPS during the period a UTDOA measurement is obtained and according to the assumptions presented in the same contribution one RB is allocated for 100 subframes. This assumption has been consistently followed also in other contributions (e.g. in [3] and then also used in verification simulations e.g. in [5,6]) where for dynamic scheduling scenarios it has been assumed that the scheduling information is available at the LMU like in an SPS use case. Such results cannot represent dynamic scheduling, being based on the assumption that SPS resources are configured.
Observation 2: For dynamic scheduling, the presented results have been obtained under the assumption of available scheduling information, ideal demodulation, configured additional SPS resources, etc. – a questionable relation to dynamic scheduling. Also, configuring SPS resources specifically for positioning is at a cost of system capacity loss and has an impact on the eNodeB implementation and the scheduler. 
Measurements based on SPS resources: Most of the results presented for measurements based on PDSCH have assumed periodic single RB allocation over a certain time interval, assuming that the scheduling information is available at LMUs. A typical assumption in the presented studies has been one-RB allocation over 100 resource blocks scheduled every 20 ms, giving 2 seconds of measurement period. With 50% VoIP activity, this results in 50 measured RBs in total [3]. An important note is that it cannot be assumed that SPS scheduling is supported in the entire network and for all UEs, and even if it is used, it may be not optimal to use for all UEs in the network. Furthermore, even though, when compared to dynamic scheduling, SPS scheduling may reduce signalling overhead it does not necessarily provides capacity gains due to the limited possibility to utilize channel diversity, the possibility of packet bundling and thus the increased number of HARQ transmissions, as well as resource fragmentation (i.e. making it more difficult to find continuous blocks of UL resources within the system bandwidth). Also, typically only transmissions, but not retransmissions, are persistently allocated. It is also important to investigate how persistent the allocated resources need to be for UTDOA to ensure reasonable signalling overhead. Theoretically, the processing gain achieved with 2 UL SPS resource blocks shall be comparable to that with one symbol of SRS transmitted over 5 MHz [12], which from the resource efficiency point of view makes measurements on SRS more efficient and with less impact on the overall system performance.
Observation 3: UTDOA measurements on SPS resources have been extensively studied, although ideal demodulation has been assumed in many simulations. Overall, larger errors are observed with SPS compared to SRS-based UTDOA measurements. SPS has not been evaluated with assumptions in [1].
Measurements based on SRS: The main advantage with SRS is that the reference signal is known and thus there is no need for demodulation, as well as SRS bandwidth and periodicity are also known to all cooperating LMUs from the SRS configuration. The agreed assumption is 50 SRS transmissions with 5 ms duty cycle, no power boosting on SRS. The agreed baseline assumption of 50 SRS has not been followed, since it has been realized that more SRS transmissions are necessary to achieve decent performance (see e.g. [3,16,18]). Earlier, e.g. in [12], it has also been stated that “although periodic SRS is supported in RRC signalling (min period of 2 ms), it is very likely that the eNB will have to schedule additional SRS transmissions for UTDOA (on top of normal SRS for UL monitoring); at the cost of some uplink overhead, it is possible to do UTDOA positioning using UL SRS“. When concluding on the feasibility of using SRS, it is thus important to estimate the potential overhead for SRS that may need to be configured specifically for UTDOA, the UTDOA capacity in the number of UEs that can be positioned with such a system, and the total measurement time. If UTDOA is not limited to FDD only, then the assessment needs to be done also for TDD, where the minimum SRS configuration period is 5 ms, which is also the baseline in [1].
Observation 4: A large number of SRS transmissions over at least 10 MHz are necessary to achieve any decent performance.
Combined measurements on SPS-scheduled resources and SRS: The combined case has only been simulated by one company (e.g. [3]) where Cell ID based positioning has also been used and the statistics on the excluded points has not been provided. It is also unclear whether e.g. it is necessary to align PUSCH allocation with SRS, i.e. how both are scheduled and for how long need to be measured. Such an alignment in practice would further restrict the scheduler flexibility, or no such restriction has been assumed in the presented results. On the other hand, misalignment would further drain the UE battery and impact the UE ability to efficiently use DRX configurations.
Observation 5: Results have been shown by one company only so far. The results assume using Cell ID based positioning and do not show statistics of excluded points - difficult to evaluate. Some assumptions are unclear.
4. Summary of the simulation results

Selected simulation results are shown in Table 3 for 

· Channel models: ETU and AWGN,
· Case 1 and Case 3, 
· Bandwidth: 10 MHz and 1.4 MHz,
· SPS, SRS, SPS+SRS.
Table 3. Simulation results summary

	Contribution

(company)
	Position accuracy, [m]
	BW
	Channel model
	Scenario
	Interference model
	E-CID /

No-coverage

	
	Case 1
	Case 3
	
	
	
	
	

	
	67%
	95%
	67%
	95%
	
	
	
	
	

	R1-093857

(TruePosition)
	18
	57
	45
	180
	10 MHz
	AWGN
	SPS
	G(6,3)
	Used /
Excluded

	
	36
	84
	77
	210
	
	ETU
	
	
	

	R1-095023

(Qualcomm)
	95
	215
	-
	-
	10 MHz
	AWGN
	SPS
	G(6,3), 50% load, idea decoding, no synch error
	Not used / Excluded

	
	110
	225
	-
	-
	
	ETU
	
	
	

	
	105
	250
	-
	-
	
	AWGN
	
	G(6,3), 100% load, ideal decoding, no synch error
	

	
	162
	350
	-
	-
	
	ETU
	
	
	

	R1-094636

(Nortel,Ericsson)
	70
	340
	70
	[93%]
	10 MHz
	EPA
	SPS
	IoT=0dB
	Not used /

Included, statistics available

	
	80
	[93%]
	80
	[91%]
	
	
	
	IoT=3.5dB
	

	
	95
	[91%]
	95
	[90%]
	
	
	
	IoT=7dB
	

	R1-100792

(Ericsson)
	75
	350
	80
	[93%]
	10 MHz
	EPA
	SPS
	10% load, IoT PDF [5]
	Not used / Included, statistics available [11]

	
	80
	[93%]
	98
	[91%]
	
	
	
	20% load, IoT PDF [5]
	

	
	105
	[89%]
	123
	[87%]
	
	
	
	50% load, IoT PDF [5]
	

	
	123
	[86%]
	150
	[83%]
	
	
	
	80% load, IoT PDF [5]
	

	R1-100068

(TruePosition)
	42
	100
	53
	130
	10 MHz
	ETU
	SPS
	IoT=0dB, 0% load
	Used/

Excluded

	
	60
	140
	65
	166
	
	
	
	IoT=3.5dB, 50% load
	

	
	83
	300
	112
	380
	
	
	
	IoT=7dB, 100% load
	

	R1-100447
(MediaTek)
	60
	[89%]
	55
	[90%]
	10 MHz
	ETU
	SRS
	10% load,

PDF (1.9 dB, 0.55) 
	Not used / Included

	
	80
	[86%]
	110
	[80%]
	
	
	
	50% load,

PDF(8.8 dB, 0.25) -Case1 

PDF(8.8 dB, 0.27) -Case3
	

	R1-104420

(Andrew Corp.)
	30
	72
	35

35(2dB)
	350

150(2dB)
	10 MHz
	ETU
	SRS
	200 SRS transmissions, no SRS coordination
	Not used / Excluded

	R1-103872

(Andrew Corp.)
	30
	75
	33

33(2dB)
	[93%]
75(2dB)
	10 MHz
	ETU, outdoor
	SRS
	200 SRS transmissions, no SRS coordination,

PDF (~8.1 dB and ~6.9 dB mean for Case 1 and Case 3), 80% of UEs maintain QoS being served 2 RBs / 20 ms
	Not used (?) / Statistics available

	
	58

47
	[75%]
200(6dB)
	68

51(6dB)
	[76%]
110(6dB)
	1.4 MHz
	ETU, outdoor
	SRS
	200 SRS transmissions, no SRS coordination, PDF (~7.75 dB and ~4.5 dB mean for Case 1 and Case 3) , 80% of UEs maintain QoS being served 2 RBs / 20 ms
	Not used (?) / Statistics available

	R1-104412

(Alcatel Lucent)
	70
	140
	66
	145
	10 MHz
	ETU
	SRS
	100 SRS subframes, SRS hopping, white interference, i.e. upper-bound performance; fully synch SRS
	Not used / Excluded (accuracy for 4 best LMUs)

	
	115
	350
	160
	750
	
	
	
	100 SRS subframes, SRS hopping for parts of SRS interference, mixed interference;

fully synch SRS
	

	R1-104357

(TruePosition)
	100
	225
	105
	275
	10 MHz
	ETU
	SPS
	1 RB / 20 ms, unclear load, IoT PDF with 8.25 dB mean [17]
	Used / Excluded

	
	80
	[93%]
	80
	[91%]
	
	
	SRS
	200 transmissions (?), unclear load, IoT PDF with 8.25 dB mean [17]
	

	
	70
	200
	70
	275
	
	
	SPS+SRS
	Aligned SPS and SRS transmissions(?), unclear load, IoT PDF with 8.25 dB mean [17]
	


Notation:  

[X%] - errors are shown up to X%-ile in the CDF, with the rest of errors as infinite or beyond the shown range (e.g. not enough LMUs).
A(XdB) – X dB boosting relative to PUSCH, but at most up to the maximum UE power.
5. Impact on Implementation and Energy Consumption
The following potential impacts on UE and network nodes have to be accounted for:

1. Long additional UE transmissions, specifically configured for UTDOA, are necessary with any signals or channels used for measurements

· The effective transmission time is much longer (e.g. 100 subframes with SPS and 200 SRS transmissions) compared to the effective measurement time e.g. for OTDOA,
· Additional energy consumption for UEs transmissions,

· Impact on power-saving modes, e.g. DRX configuration;
2. Configuring additional SPS resources specifically for UTDOA [2] (a typical assumption has been 1 RB allocation over 100 subframes, e.g. [2,3,5,6])
· eNodeB scheduling impact,
· impact on scheduling other transmissions for the same UE,

· Network capacity impact,
· Resource fragmentation in UL;
3. Configuring additional SRS [12] 
· many SRS transmissions are necessary to achieve decent performance (e.g. 200 SRS transmissions as a typical assumption [3,16,18]),
· minimum SRS periodicity further depends on the number of simultaneous UEs, feasible SRS configuration (e.g. minimum 5 ms for TDD), etc. – impact on the total measurement time,
· for UTDOA SRS is likely to be also configured over at least 10 MHs, which may be not a typical SRS configuration;
4. Signalling overhead and acceptable delays
· it is unclear how often the scheduling information needs to be updated at LMUs and is feasible from RAN2 / RAN3 point of view (even with SPS, resource allocation may still be quite dynamic, hardly the same allocation will hold for a second or so).
6. Summary

Proposal 1: To ensure unbiased evaluation of UTDOA, consider only results obtained without Cell ID based positioning (alternatively, subtract from the low percentile the percentage of the points where Cell ID can be used) and for which the no-coverage and outage statistics are provided (alternatively, included as an infinite error in the results).
Observation 1: For the correct interpretation of the results, it is necessary to know exactly which points are excluded from the presented statistics and what the no-coverage rate, portion of points where Cell ID based positioning is used, and VoIP service outage are.
Observation 2: For dynamic scheduling, the presented results have been obtained under the assumption of available scheduling information, ideal demodulation, configured additional SPS resources, etc. – a questionable relation to dynamic scheduling. Also, configuring SPS resources specifically for positioning is at a cost of system capacity loss and has an impact on the eNodeB implementation and the scheduler.
Observation 3: UTDOA measurements on SPS resources have been extensively studied, although ideal demodulation has been assumed in many simulations. Overall, larger errors are observed with SPS compared to SRS-based UTDOA measurements. SPS has not been evaluated with assumptions in [1].
Observation 4: A large number of SRS transmissions over at least 10 MHz are necessary to achieve any decent performance.
Observation 5: Results have been shown by one company only. The results assume using Cell ID based positioning and do not show statistics of excluded points - difficult to evaluate. Some assumptions are unclear.
Observation 6: The presented results for 1.4 MHz indicate poor UTDOA performance.
Observation 7: Additional SPS and SRS transmissions need to be configured specifically for UTDOA.
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