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1. Introduction 
Channel coding of ACK/NACK and RI  when UCI is multiplexed on PUSCH consists of simplex and 
repetition coding for one or two UCI bits and Reed-Mueller (RM) coding combined with puncturing or 
repetition for 3-11 bits [1]. When multiple transport blocks are transmitted on PUSCH ACK/NACK and RI 
are first replicated and channel coded separately for each transport block and modulated according to the 
modulation order used for that TB’s coded UL-SCH [2]. 

For the case of RM coding, the codeword is generated by the RM(O,32) block code used in Release 8 for 
CQI/PMI with puncturing of the bottom rows of the generating matrix for and cyclic repetition 
of coded bits for .  Several companies have observed that puncturing of the RM(O,32) code 

can result in a rank deficient generating matrix which in turn implies zero minimum distance between 
codewords, i.e. two UCI messages can be mapped to the same codeword 

32mQ Q′ <
' mQ Q > 32

[3][4][5].  At RAN1#62bis, it was 
agreed to address this problem by defining a minimum number of symbols to be used for ACK/NACK and 
RI: 

 
• A standard-based solution for resolving issues with optimistic code rates for high 

payloads/spectral efficiencies is introduced.  

 
• Working assumption is to make sure that the number of REs is not smaller than Qmin.  

– Q’ = max(Q’’, Q’min), where Q’’ is  
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• Q’min is determined as a function of modulation order, and/or number of layers, and/or HARQ-
ACK/RI payload.  

 

Several examples of definitions of  were given in minQ ′ [7].  These include setting the minimum number of 

coded bits to 32 thereby removing puncturing altogether, setting a maximum code rate of ½, and setting the 
number of UCI bits to satisfy a maximum code rate. 

These options and some of their variations are compared in terms of their ability to prevent the rank 
degeneration problem over all possible combinations of UCI message size and modulations order, their 
overhead, and the implication to UCI resource sizing. 



2. Maximum Puncturing Rates 
Before examining possible definitions of , it is helpful to first evaluate the maximum puncturing that 

can be performed on the RM(O,32) code as a function of the number of UCI bits .  
minQ ′

O Table 1 lists the 
minimum number of coded bits to insure the code generation matrix is full rank and therefore that all UCI 
messages correspond to distinct codewords.  For a given value of O ,  is the smallest value of Q  such 
that the rank (over GF(2)) of the upper left Q  submatrix of the RM(O,32) generator matrix in 

minQ

O× [8] is 
equal to O [3] .The corresponding maximum code rates are seen to vary from 0.5 to .83.   

While the coding scheme for  has not been agreed, a similar analysis was performed for the dual-
RM code proposed for PUCCH .  The results are given in the Appendix.  For any number of bits between 
12 and 20 it was observed that the minimum number of coded bits  is 22 with maximum code rates 

between 0.5 and 0.83. 

11O >

minQ

Table 1: Minimum number of coded bits required for RM(O,32) to insure full rank generator matrix  or 
equivalently non-zero minimum distance. 

3 4 5 6 7 8 9 10 11
Q min 4 6 6 12 12 12 12 12 18
R max 0.75 0.67 0.83 0.50 0.58 0.67 0.75 0.83 0.61

Number of UCI bits O ACK or O RI

Minimum Number of Coded Bits Required for Self-Decodability
 ( rank(Generator Matrix) = O )

RM(O, 32) Code

 

 

3. Possible Definitions of minQ ′  
The proposals in [7] are described below.  Table 2 lists  vs.  for each proposal and three 

combinations of QPSK/ 16QAM data modulation.  Note that the “No Puncturing”, “Maximum Code Rate”, 
and “Maximum Code Rate – Rounded” proposals have two variations depending on how  is defined, 

i.e. either minimum modulation order  

minQ ′ O

mQ ′

  ( )1 2min ,m mQ Q′ = mQ

or average modulation order 
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3.1. Table of minQ ′  vs. O  

For a given number of UCI bits, O , the minimum number of resources necessary to insure a full rank 
generator matrix for UCI channel coding in both transport blocks can be calculated from Table 1 as 

: ( )1 2/min ,min min m mQ Q Q Q′ =
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 (1) 

This approach, termed the “Table Approach” establishes a baseline for comparison of the other proposals.  
Any proposal whose  is less than specified in the equation above  for some value of O  can result in a 

rank deficient generator matrix in the channel coding performed in at with at least one of the transport 
blocks. 

minQ ′

3.2. No Puncturing 
Puncturing can be completed avoided with the definition 

 ' 32/ 'min mQ Q⎡ ⎤= ⎢ ⎥ . 

The values of  for both  being both minimum and average modulation order are shown in 'minQ mQ ′ Table 1.  

The case of average modulation order, , is seen to result in the rank deficiency for the 

TB with QPSK data modulation  at least for the dual RM code proposed for PUCCH. While UCI 
on the other TB will be decoded without the rank deficiency problem, the performance of a system with the 
coding on one codeword compromised is expected to be poor.  For this reason, only the minimum 
modulation order  will be considered for the no puncturing approach. 

 

( )1 2 /2m m mQ Q Q′ = +

11O >

( 1 2min ,m mQ Q′ = )mQ

3.3. Maximum Code Rate  
As an alternative to eliminating puncturing altogether, the maximum code rate can be capped at a 
maximum code rate of ½  

 ' 2 / 'min mQ O Q⎡ ⎤= ⎢ ⎥ . 

Again there are two alternatives depending on whether  is defined by the minimum or average of the 

data modulation orders.  As for the no puncturing case above, the variant with   causes 

rank deficiency.  For example with , , and , .  UCI coding is therefore 

performed at rate ¾ on the TB with QPSK data modulation and therefore from 

mQ ′

( )1 2 /2m m mQ Q Q′ = +

6O = 1 2mQ = 2 4mQ = 4minQ ′ =

Table 1, the generator 
matrix of the first TB’s channel coder is rank deficient.  Below we therefore only consider the case of 

. ( )1 2min ,m mQ Q′ = mQ

2

3.4. Maximum Code Rate - Rounded 
Similar to capping the code rate at ½, a rounding operation can be applied to the minimum number of UCI 
symbols instead of a flooring operation: 

 min' 2 / ' 1/mQ O Q⎡ ⎤= −⎢ ⎥ . 



As in the above two cases, using  results in rank deficiency of channel coding on one 

TB.  By comparing this approach with code rate capping without rounding, we see the only effect of 
rounding is to reduce  by one when O  is odd.  We therefore only evaluate the rounded approach 

below. 

( )1 2 /2m m mQ Q Q′ = +

minQ ′

Overall, all of the above examples with the exception of those which make use of an average modulation 
order  have full rank code generator matrices over the range of 3-20 UCI bits. ( )1 2 /2m m mQ Q Q′ = +

Conclusion: Effective modulation order, mQ ′  uld be based on the minimum of the data modulation 

orders instead of the average modulation orders.  

sho

 

3.5. Maximum Spectral Efficiency 
The minimum number of resources can also be limited to those that would be required at some maximum 
spectral efficiency:  

 min
max

' min , 4
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β⎛ ⎞⎡ ⎤⋅ ⎟⎜⎢ ⎥ ⎟⎜= ⎟⎜⎢ ⎥ ⎟⎟⎜⎝ ⎠⎢ ⎥

 

where  is either a specific value, e.g. ½  or signaled by higher layers.  Since  is independent of O  
however, it is necessary that  be chosen sufficiently small that the code rate of UCI coding on both 

codewords is less than the smallest maximum code rate in 

maxs maxs

maxs

Table 1, i.e. 0.5 We therefore have  
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and thus 

 
( )1 2

max

min ,

2
offset m mQ Q

s
β
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Typical values of  reported in simulation were 3 dB and larger and therefore in practice .  
For purposes of comparing resource usage among the proposals we will use  since it corresponds 
to a lower bound on the required resources.  The corresponding values of  are shown in 

offsetβ max 2s ≤

max 2s =

minQ ′ Table 2 where 

it is seen that the rank condition is satisfied with this proposal for all values of O . 

 



Table 2:  vs. O  for proposals.  Combinations highlighted in red indicates UCI codeword of one 
TB is not sufficient for decoding. 

minQ ′

Q1 Q2 Q'm 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 2 2 2 3 3 6 6 6 6 6 9 12 12 12 12 12 12 12 12 12
2 4 2 2 3 3 6 6 6 6 6 9 12 12 12 12 12 12 12 12 12
4 4 4 1 2 2 3 3 3 3 3 5 6 6 6 6 6 6 6 6 6
2 2 2 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
2 4 3 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11

4 4 5 6 6 7 8 8 9 10 10 11 12

3 4 5 5 6 7 7 8 9 9 10 11 11

ceil(32/Q'm,avg) 4 4 4 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
2 2 2 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
2 4 2 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

ceil(32/Qm,min') 4 4 4 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 4 3 2 3 12 13 14

ceil(2*O/Qm,avg) 4 4 4 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10
2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 4 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

ceil(2*O/Qm',min) 4 4 4 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10
2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 4 3 2 3 12 13 13

ceil(2*O/Qm'-.5),Qm,avg 4 4 4 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10
2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 4 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

ceil(2*O/Qm'-.5),Qm,min 4 4 4 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10
2 2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 4 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
4 4 4 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Max Spectral Efficiency  w/ 
b=2,s=2,Qm,min

Table

  

4. Impact on UCI Resource Allocation 
In terms of relative performance of the proposals, larger  means larger control channel overhead at high 

spectral efficiencies (where the limiting comes into play) but also lower error rates due to less puncturing. 
The improved performance may or may not be a factor depending on the accuracy of the resource 
allocation formula at high spectral efficiencies.  For example if the worst case error performance with link 
adaptation enabled occurs in the low SNR region, then the reduction in error rate at high SNR afforded by 
less puncturing may not be worth the additional overhead.  Understanding this tradeoff would therefore 
require a significant amount of simulation. 

minQ ′

The relative overhead of the different proposals can however easily be compared.  Figure 1 through Figure 
3 plot  as horizontal lines for two TB transmission and 4, 6, 10, and 20 ACK/NACK or RI bits 
respectively for the following cases: 

minQ ′

1) Table Method from Eq. (1).   

2) ( )1 Q  2' 32/min ,min m mQ Q⎡ ⎤= ⎢ ⎥⎢ ⎥

min mQ O Q Q⎡ ⎤= −⎢ ⎥⎢ ⎥3) 2m  ( )1 2' 2 /min , 1/
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 with 2offsetβ =  and max 2s = . 

⎢



In each figure two plots are shown, one for QPSK data modulation on both codewords, and QPSK 
modulation one codeword and 16QAM modulation on the other.  Also shown is the UCI allocation curve 
(black) for .  Note that in each plot, each line crosses over the UCI allocation curve at some spectral 
efficiency. Above this spectral efficiency, Q  is determined by  instead of the UCI allocation formula.  
In many cases it can be observed that the crossover point is well below the spectral efficiency at which UL 
MIMO would be operating.  For example in  the top plot of 

2β =
′

minQ ′

Figure 1, the no-puncturing method  crossover  
point is about 0.5, well below what would be expected for UL MIMO.  This implies that the UCI allocation 
expression is useless for UL MIMO — it may as well just be independent of the assigned TBS size.   A 
similar conclusion can be drawn about basing the minimum resource usage on maximum spectral 
efficiency (red curve).  For a given O , each proposal limits the range of spectral efficiencies over which 
UCI resource occurs.  These ranges are summarized in Table 4 for QPSK modulation on both codewords 
and in Table 5 for QPSK and 16QAM modulation orders. Cases where the expression for  effectively 
disable spectral efficiency-based UCI resource allocation for UL MIMO are marked in yellow.  

minQ ′

From Table 4 and Table 5 it is clear that all of the proposals except Table-based (blue) have the effect of 
setting a fixed (independent of TBS size) UCI allocation  for UL MIMO.  Such a departure from the 
method of basing UCI allocation on spectral efficiency would need to be justified with simulation results.  

Conclusion:  should be set according to the minimum number of resources necessary to prevent 
the rank deficient channel coding as specified in 

minQ ′

(1). 

 

Figure 1:  Crossover of   proposals with spectral efficiency – based UCI allocation (black curve) 
for O=4. 

minQ ′



 

Figure 2: Crossover of   proposals with spectral efficiency – based UCI allocation (black curve) 
for O=6. 

minQ ′

 

Figure 3: Crossover of   proposals with spectral efficiency – based UCI allocation (black curve) 
for O=10. 

minQ ′



 

Figure 4: Crossover of   proposals with spectral efficiency – based UCI allocation (black curve) 
for O=20. 

minQ ′

 

Table 3: Range of Spectral Efficiency over which UCI Allocation is determined by TBS size for QPSK 
data modulation on both codewords. 

O Table

4

6

10

20

UCI Resource Allocation Operating Range QPSK/QPSK (Q m,1 = 2, Q m,2  = 2)
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2offsetβ =
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0 2.75effS≤ ≤ 0 0.5effS≤ ≤ 0 2effS≤ ≤ 0 2effS≤ ≤

0 2effS≤ ≤ 0 0.75effS≤ ≤ 0 2effS≤ ≤ 0 2effS≤ ≤

0 3.25effS≤ ≤ 0 1.25effS≤ ≤ 0 2effS≤ ≤ 0 2effS≤ ≤

0 2.75effS≤ ≤ 0 2.5effS≤ ≤ 0 2effS≤ ≤ 0 2effS≤ ≤

 



Table 4 : Range of Spectral Efficiency over which UCI Allocation is determined by TBS size for QPSK 
data modulation on one codeword and 16QAM modulation on the other. 

O Table

4

6

10

20

UCI Resource Allocation Operating Range QPSK/16QAM (Q m,1  = 2, Q m, 2 = 4)

( )1 2' 32/min ,m mminQ Q Q⎡ ⎤
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2offsetβ =
max 2s =

0 4effS≤ ≤ 0 1effS≤ ≤ 0 4effS≤ ≤ 0 4effS≤ ≤

0 2effS≤ ≤ 0 1effS≤ ≤ 0 4effS≤ ≤ 0 2.5effS≤ ≤

0 6effS≤ ≤ 0 2.5effS≤ ≤ 0 4effS≤ ≤ 0 2effS≤ ≤

0 6effS≤ ≤ 0 5effS≤ ≤ 0 4effS≤ ≤ 0 2effS≤ ≤

O

 

5. Conclusions 
This contribution evaluated proposals for setting the minimum number UCI resources as a means of 
preventing catastrophic failure of ACK/NACK and RI channel coding where the distance between two UCI 
codewords is zero.  Proposals based on either eliminating puncturing or setting a maximum code rate were 
only found to address the coding failure problem if they used an effective modulation order that is the 
minimum of the two codewords’ modulation orders instead of the average of  the codewords modulation 
orders: 

• Effective modulation order, mQ ′ , should be based on the minimum of the data modulation 

orders instead of the average modulation orders. 

In addition to avoid making UCI allocation independent of channel state in UL MIMO operation the 
minimum UCI allocations should be based on the smallest allocation which prevents zero inter-codeword 
distance: 

• minQ ′  should be set according to the minimum number of resources necessary to prevent the 

rank deficient channel coding:  
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7. Appendix  minQ  for Dual RM Code  

 
Table 5: Minimum number of coded bits required for dual RM code proposal of [6] to insure full rank 

generator matrix  or equivalently non-zero minimum distance. 

Number of UCI bits O ACK or O RI

12 13 14 15 16 17 18 19 20

Q min 22 22 22 22 22 22 22 22 22

R max 0.55 0.59 0.64 0.68 0.73 0.77 0.82 0.86 0.91

Minimum Number of Coded Bits Required for Self-Decodability
 ( rank(Generator Matrix) = O )

Dual RM Code

Interleaving

Bit

 


	1. Introduction
	2. Maximum Puncturing Rates
	3. Possible Definitions of 
	3.1. Table of  vs. 
	3.2. No Puncturing
	3.3. Maximum Code Rate 
	3.4. Maximum Code Rate - Rounded
	3.5. Maximum Spectral Efficiency

	4. Impact on UCI Resource Allocation
	5. Conclusions
	6. References
	7. Appendix   for Dual RM Code 

