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1. Introduction

Codebook refinement approaches have shown performance gains in MU-MIMO scenarios [1-4]. However, it has been argued [5] that these methods do not preserve the equal-power-per-antenna property of the base-precoder, a desirable property for SU-MIMO. In this contribution we investigate a codebook-refinement method where the refined codebook is constrained to be constant-modulus (CM), thus preserving equal-power-per-antenna.
2. Non-CM Codebook Adaptation
One of the well known codebook adaptation methods (e.g. [1-4]) is based on the spatial-covariance-function (SCF) where the codebook entries are transformed as follows
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Where the superscript 1/2 denotes the matrix square root, the function norm(X) normalizes each column of the N×M matrix, and by R we denote a wideband, long-term average of the channel spatial covariance (SCF). The rationale of Eq. (1) is that if the varying (over time and frequency) spatial direction is centred on some average direction with some variation, then the adapted codebook would better fit the short-term, narrow-band varying spatial direction. The operation of Eq. (1) can be envisioned as rotation of the codewords in the precoding hyperspace in such a way that the zero direction points now to the average direction, and compressing the spread of the codewords in this hyperspace so that they are more concentrated around the average direction. The amounts of rotation and compression are determined by the SCF. Alas, the resulting codewords are not guaranteed to obey a CM constraint.
3. Constant-Modulus Codebook Refinement Procedure

We investigate two methods for CM-constrained codebook refinement. The first method is to apply a CM-normalization instead of the normalization of Eq. (1). The second is an SCF-driven sub-codebook selection out of a multi-granular, DFT-based, large codebook.

3.1. CM Normalization

Let 
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Be the un-normalized, i-th adapted codeword. The constant modulo operation extracts the phase of the individual entry in 
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 and creates the following new precoder :
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Where NT is the number of transmit antennas and 
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The refined codebook is determined at the UE and needs to be known also at the NB. This can be achieved by explicitly feeding-back a quantized-SCF. Alternatively, the refinement can be determined simultaneously at the UE and NB based on past PMI feedback, following the SCR method [6]. SCR doesn’t require any SCF feedback.

3.2. Multi-Granular DFT-based Codebook
Instead of adapting by Eq.(1), the rotation and compression operations can be captured by switching from the base CB to another, refined CB which preserves CM by design. The refined CB has the desired average direction and direction-spread.

One example for such refinement is by multi-granular DFT codebooks for rank=1. For example, consider the 3-level CB in Figure 1, where the total number of codewords at level L takes the values 4, 8 and 16 for  levels L=0,1,2. I.e. for 4TX the 3 levels codebooks correspond to oversampled-DFT with oversampling of 1, 2 and 3. Then, at each level there are defined sets of 2-bit sub-codebooks. Codebook-refinement consists of determining the level L and the sub-codebook index at that level which are most consistent with the desired average direction and direction-spread.
A plausible design for 8TX ULA, rank=1 case that follows the above example would be a 4-level codebook with 16, 32, 64 and 128 oversampled-DFT codewords, and with predefined sets of 4-bit sub-codebooks at each level. 

The following SCF-based method is used to select the optimal sub-codebook. First, the level of granularity is selected based on the relative power of the strongest SCF eigenvector. Then, the preferred sub-codebook is found based on the following rotation angle, which maximizes the average received power assuming a LOS precoder, i.e.
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Where
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Figure 1: Illustration of a 3-level DFT-based codebook with a total of 4, 8 and 16 codewords. Also showing two out of 16 possible 2-bit sub-codebooks at L=1 and two out of 32 possible 2-bit sub-codebooks at L=2.
The refined codebook is determined at the UE and needs to be known also at the NB. This can be achieved by explicitly feeding-back the selected level L and the sub-codebook index per that level, which would substitute for the quantized-SCF feedback. Alternatively, the refinement can be determined simultaneously at the UE and NB based on past PMI feedback, following the SCR method [6]. SCR doesn’t require any feedback and therefore there is no feedback-toll for a large number of codebook levels or a large number of sub-codewords per level.
4. System-Level-Simulation Results

Results are compared for the non-CM adaptation (Eq. (1) and the two CM-preserving methods, CM-R-CB and multi-granular DFT-based CB. 
The simulated Multi-granular codebook had 4 levels of 16, 32, 64 and 128 oversampled DFT codewords. This structure and the level-selection have no been optimized.
Also compared are the explicit SCF-feedback and SCR. Table 1 and table 2 list results for correlated scenarios with 4TX and 8TX, correspondingly.

	4x2 SCM low-spread
 0.5λ ULA

MU-MIMO ZF

SB CQI/PMI
	Average

b/s/Hz
	cell-edge 

b/s/Hz

	CB (Rel. 8)
	     2.939   (0%)
	0.131  (0%)

	R-CB 

R FB : perfect every 100 ms
	     3.215   (9.3%)
	  0.141 (7.6%)

	R-CB

R Feedback: 8bits every 100 ms
	     3.206   (9%)
	  0.141 (7.6%)

	CM-R-CB 

R Feedback: 8 bits every 100 ms
	     3.189   (8.5%)
	  0.140 (6.9%)

	Multi-Granular DFT 

CB-selection Feedback: 5 bits every 100 ms
	     3.150   (7.2%)
	  0.140 (6.9%)

	CM-R-CB (SCR) 

R Feedback: none
	     3.222   (9.6%)
	  0.140  (6.9%)


Table 1: Spectral Efficiency for 4TX. R-CB refers to Eq. (1) and CM-R-CB refers to Eq. (3)

	8x2 SCM low-spread
 0.5λ ULA

MU-MIMO ZF

SB CQI/PMI
	Average

b/s/Hz
	cell-edge 

b/s/Hz

	CB [7]
	3.384  (0%)
	0.168  (0%)

	R-CB 

R Feedback : perfect every 100 ms
	  3.647  (7.8%)
	  0.183 (8.9%)

	R-CB

R Feedback: 8bits every 100 ms
	 3.653 (7.9%)
	   0.180 (7.1%)

	CM-R-CB 

R Feedback: 8 bits every 100 ms
	 3.614 (6.8%)
	   0.180 (7.1%)

	Multi-Granular DFT 

CB-selection Feedback: 5 bits every 100 ms
	     3.487 (3%)
	   0.176 (4.8%)

	CM-R-CB (SCR) 

R Feedback: none
	  3.529 (4.3%)
	  0.174 (3.6%)


Table 2: Spectral Efficiency for 8TX. R-CB refers to Eq. (1) and CM-R-CB refers to Eq. (3)
5. Conclusion
1. Codebook adaptation achieves gains of up to 10% in MU-MIMO, correlated-channel scenarios. 

2. Constraining the adapted codebook to preserve the constant modulus property does not degrade these gains.

3. CM-normalization that follows 
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transformation seems to outperform a DFT-based multi-granular codebook approach.
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7. Appendix: Simulation Assumptions
	Parameter
	Assumption

	Antenna Configuration
	8 Tx eNB: ULA 0. 5 lambda

2-Rx UE: ULA, 0.5 lambda

	Channel Model
	SCM, 8 degrees AOD spread

	Traffic Model
	Full Buffer

	Duplex method 
	FDD 10MHz

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users 
	10 (on average)

	UE Feedback
	PMI/CQI 

	Feedback Granularity
	1 CQI/PMI report for 5 PRBs

	Feedback Impairments
	Reporting period: 5 ms for PMI/CQI.   
                        1000ms for R-CB 
Delay: 5 ms

	Codebook
	8 Tx: Motorola [7]
4Tx: Rel 8

	Scheduler Type
	Proportional fair

	MU-MIMO Precoder
	Zeroforcing

	MU-MIMO UE Pairing
	Chordal distance of 1.8 

	Rank-adaptation
	1-layer beamforming per UE, 2 UEs in MU-MIMO

	HARQ Scheme
	Chase Combining 

	Maximum number of retransmissions
	3

	OLLA
	On with Target BLER=20% and warm-up time=1s

	Inter-cell interference modelling
	4 strongest interfering cells are explicitly modelled.

	Receiver Configuration
	MRC

	Overhead
	30.3 % (Agreed overhead assumption for performance evaluation for ITU submission (LTEA MIMO/CoMP, L=3 control symbols))
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