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1 Introduction
A/N transmitted on PUCCH for CA has been discussed in the recent RAN1 meetings, and some agreements have been reached:

· Rel-10 design supports up to 5 DL CCs;
· Simultaneous A/N on PUCCH transmission from 1 UE on multiple UL CCs is not supported;
· A single UE-specific UL CC is configured semi-statically for carrying PUCCH A/N; 

· Maximum 10 A/N bits shall be supported(at least for FDD)
· FFS: 12 bits if DTX is explicitly indicated

· Optimization shall be for M to N bits where M<N<10

In this contribution, the benefits of explicit feedback of DTX state are discussed. An A/N codebook design is given to show that this can be achieved without sacrificing the UCI performance. 
The A/N state information is mapped to the lower-indexed basis sequence(s) of the block code regardless of the number of component carriers (CC) configured or the actual CC subset scheduled with DL data. This design leverages the block code design property to improve the UCI performance. Additionally the design is a good way to provide optimization for the cases with smaller number of A/N bits, i.e., M to N bits where M<N<10, while allowing a single block code to be used for all scenarios.
2 Benefits of Explicit DTX State 
A UE can be scheduled within its UE-specific component carrier (CC) set configured semi-statically by the high layer(s), and a UE may feed back its A/N’s based on the CC set. In the RAN1#60bis meeting, the maximum number of bits for A/N feedback was discussed, where the maximum number of bits is dependent on explicitly signaling the DTX state for each CC or not. In the multi-carrier discussion, the DTX state for a CC can be induced by two events:

a) Suppose N component carriers are configured for a UE but the eNodeB only schedules data on N′ component carriers, N′ < N.  This can happen due to the slow change in the higher layer signalling. For the (N- N′) CCs, the UE will respond with DTX. 
b) If the UE has a DL assignment on a CC but fails to detect it, the feedback for that CC is also DTX.
In the following, the benefits of providing the DTX state information explicitly to the eNodeB are discussed. Considering these benefits, it is recommended that the DTX state be signalled unless it causes significant degradation in UCI transmission.
· Non-differentiation of DTX and NACK states causes HARQ performance degradation since the eNodeB does not have sufficient information to choose the best redundancy version (RV) for the retransmission. If DTX and NACK are differentiated, using feedback to the initial transmission as an example, the eNodeB can operate the HARQ procedure as follows:

· If DTX is received, the eNodeB knows that the downlink assignment (i.e., PDCCH blind decoding failure) as well as the data (i.e., PDSCH) was lost. The eNodeB retransmits with RV = 0, i.e., the retransmission repeats the prior transmission. 
· If a NACK is received, the eNodeB understands that the PDCCH was received correctly, the corresponding PDSCH data was stored by the UE successfully, but the PDSCH was not decoded correctly (i.e., turbo decoding error). The eNodeB retransmits with a RV other than RV=0 so that the UE can combine the retransmission with the prior transmission for an incremental redundancy operation. 
If the DTX and NACK responses are not differentiated, the eNodeB is not able to choose the proper RV for retransmission. Again using the feedback to the initial transmission as an example, the eNodeB can choose to operate the HARQ procedure in either of the following ways, with both causing performance deterioration. 
· The eNodeB assumes the NACK received is actually DTX and operates in a Chase combining manner. This results in performance degradation due to the inferior performance of Chase combining compared to IR.
· The eNodeB assumes the NACK received is indeed NACK and retransmit with a RV other than 0. This can result in a series of HARQ failure (till, e.g., finally a retransmission with RV=0 is sent) if PDCCH blind decoding failure happens and consequently long delay since the turbo decode would not function normally without the systematic bits. The number of excessive retransmissions is dependent on the code rate and RV used in each transmission. 
· Non-differentiation of DTX and NACK states may also cause HARQ performance degradation since it is more difficult for the eNodeB to select the right MCS level for retransmission. The reasoning is similar to the above concerning RV. The scheduler in eNodeB may end up over-provisioning by always assuming it is DTX, thus leading to resource waste.
· If the feedback to initial transmission is not ACK, the eNodeB cannot use IMCS=29-31 (corresponding to QPSK, 16-QAM, 64-QAM, respectively) in the retransmission if DTX and NACK are not differentiated. This is because (IMCS=29-31) relies on the latest PDCCH to provide the TB size, which does not exist if PDCCH of the initial transmission is lost (DTX). This would make it less flexible to implement the scheduler.
· Explicit DTX state feedback can also provide valuable information for PDCCH power control. For example, an eNodeB could increase the power of a PDCCH to a certain UE on a certain CC, if frequent DTX states of the CC from the UE are detected.
Considering the target BLER of link adaptation is usually designed to be 10%, and there are N HARQ processes in a TTI (i.e., one per CC), there can be statistically N(10% failures in each TTI. The impact to HARQ as discussed above cannot be ignored.
Proposal: explicit DTX state should be signalled unless the performance loss due to no DTX feedback is proved to be marginal.

3 A/N Codebook Design
An A/N codebook design is provided in this section considering feeding back explicit DTX state, and the comparison of the decoding performance between schemes with and without explicit DTX states is provided. Although more bits are fed back for the scheme with explicit DTX state, its decoding performance is not degraded if A/N information vector mapping is carefully designed based on the block code(in [1]) property.
3.1 Basic Considerations of the Block Code Design
Since the number of information bits for A/N feedback is small (less than or equal to 12 for a maximum of 5 CCs), short block codes are appropriate to provide forward error correction. In Rel-8 [1], a (20, A) code is defined for coding of UCI channel quality information, with A(13. Additionally, a (32, O) code is defined for the CQI/PMI information in PUSCH, with O(11. Due to the need to accommodate varying size of CQI/PMI, the design of the block code is such that the minimum distance for (20, A) (and (32, O)) is maximized as much as possible for a wide range of A (and O). 
Thus to better leverage the code property, it is desirable to progressively utilize the basis sequence of the block code starting with the lower indexed basis sequence. In other words, using the first k basis sequences in the generator matrix when the number of states to be represented is less than or equal to 2k. This is the same as how the (20, A) and (32, O) codes are used in [1]. Compared to using basis sequence other than the k lowest, this is expected to consistently provide equivalent or better minimum distance property and thus better decoding performance.
This is useful in the block code design of the joint A/N feedback for CA. The number of CCs with downlink assignment may be smaller than the number of configured CCs due to slow higher layer signaling. Again assume N component carriers are configured for a UE, but the eNodeB only schedules data on a particular set of N′ component carriers, N′ < N. If two transport blocks are scheduled on each scheduled CC and the UE receives the downlink assignment correctly, for each scheduled CC, there are only 4N′ ACK/NACK states (AA, AN, NA, AA) to be signalled. Thus the k′  lowest-indexed basis sequences should be used to provide error correction, where k′ =log2(4N′ )=2( N′. One way to implement this is to use the (k - k′) higher indexed bits in the information vector (corresponding to higher-indexed basis sequence) to indicate the CC group with actual A/N feedback, and the k′ bits to provide actual ACK and NACK feedback. Here k is the length of information vector representing the A/N states of N component carriers, k = (log2(5N -1)(. A design example is shown in Section 3.3 assuming each component carrier has two transport blocks. The cases that a component carrier has one codeword can simply be a subset of the two-codeword cases.
3.2 Design details

The procedure for A/N information mapping and channel encoding is shown in Figure 1 below.

[image: image1]
Figure 1    A/N information processing in the transmitter
In Figure 1, information vector 
[image: image2.wmf]u

 representing the A/N state is the input to the channel encoder with generator matrix 
[image: image3.wmf]G

. After block encoding, the code word 
[image: image4.wmf]v

 is generated as
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The vectors [
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,] are called basis sequence in [1]. Assuming two transport blocks are transmitted on a CC, there are 5 A/N states (AA, NN, AN, NA, DTX) for a CC. The number of information bits (i.e., length of 
[image: image8.wmf]u

) needed for N CCs are shown below in Table 1.
Table 1   Number of CCs and its corresponding A/N states and number of bits needed

	N (number of CCs)
	N=1
	N=2
	N=3
	N=4
	N=5

	k= 
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 (number of ACK/NACK info bits)
	2
	5
	7
	10
	12


Take 3 CCs [CC1, CC2, CC3] in the UE-specific CC set as an example, a total of k =7 bits are needed for all the possible joint A/N states.  If certain component carriers are DTX, then a subset of bits (i.e., (7 - k′) higher indexed bits) in the information vector can be fixed to indicate the CC groups with actual ACK/NACK feedback.  The A/N information of the CC(s) with actual A or N response (not DTX), can be mapped to the k′ lower indexed bits in the information vector. This is illustrated in Figure 2. For the (n, k) block code with (k - k′) higher-indexed bits fixed, effectively a (n, k′) block code is used in the encoding. This means that:
(a) The code design only needs to optimize the (n, k′) code performance as k′ increases from 1 to k. This matches how the (20, A) and (32, O) codes in [1] are designed.

(b) The same mother block code (n, k) can be shared among 1 – 5 configured CCs with each optimized. For example, assuming n=20, then from the same mother code of size (20, 12), the (20, 10) code can be derived by taking the first 10 basis sequences for N=4, the (20, 7) code can be derived by taking the first 7 basis sequences for N=3, etc.
 
[image: image10]Figure 2   mapping of the 7-bit A/N information vector 
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 for 3-CC set
3.3 Example of A/N State Mapping
Using the 2-CC UE-specific CC set as an example, one way of mapping the A/N states to the information vectors are shown in Figure 3 below. As discussed, the design has the following advantages:

a) The DTX information is provided to maintain the HARQ performance on each CC.

b) The lower-indexed basis sequences of a block code is always used first before high-indexed basis sequences are used, regardless of how many CCs or which CCs are actually scheduled with data. This has the advantage of better error protection of UCI due to maximize the minimum distances. 
c) The design example matches the optimization requirement of prioritizing the cases with smaller number of A/N bits.
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Figure 3   An example of mapping the A/N states to the information vector 
[image: image13.wmf]u

 for 2 configured CCs. 
4 Simulation Results

[image: image14]
Figure 4      A/N processing link in the simulation
Simulation study has been carried out to examine the performance of the design discussed in Section 3. AWGN channel and QPSK are assumed. 
The (20, A) block code in [1] is used to provide error correction. The decoder uses the MAP decoding algorithm. Assuming two transport blocks are carried on each CC, simulation study is performed for two schemes:

· Scheme 1. Explicit DTX state is signalled using the design in section 3;

· Scheme 2. DTX and NACK is not differentiated. Each component carrier is assigned two bits, representing four A/N states (AA, AN, NA, NN), so a total of 2*N bits for N configured CCs. 
 Two scenarios are simulated to compare the decoding performance of the 2 schemes for the cases that N component carriers are configured, N=2, 3, 4, 5. 
· Scenario 1:  the number of component carriers with DL data scheduled can be 1 to N. The actual scheduled CC group is randomly chosen. One DL assignment can be missed by the UE with the probability of 1%. This scenario is close to the real scheduling situations to compare the decoding performance of the 2 schemes.
· Scenario 2:  only 1 CC is scheduled, where the scheduled CC is randomly chosen from the N available CCs with equal probability.
The transmission power (Es/N0) of the two schemes is set to be same for fair decoding performance comparison.
Simulation results of 2 to 5 CCs are presented in appendix A and B. Scenario 1 provides a realistic comparison of scheme 1 and scheme 2 considering all possible scheduled CC groups. It can be seen that for scenario 1, scheme 1 and scheme 2 provides similar decoding performance to UCI. 
Scenario 2 illustrates the benefit of always assigning the ACK and NACK information to the lowest k′ bits in the information vector. Scheme 1 always chooses the first two basis sequences to carry the ACK and NACK information, thus maximizing the minimum distances. Scheme 2 chooses the basis sequences depending on which CC (s) is (are) scheduled. For example, if CC1 is scheduled, (
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) are used; if  CC2 is scheduled, (
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) are used. For scenario 2, scheme 1 outperforms scheme 2 by 0.2 to 0.4 dB.
5 Conclusion

This contribution discusses the merits of explicitly signalling the DTX information for each component carrier. It is shown that DTX information can be important for the HARQ operation and the eNodeB scheduler. Additionally, a design is presented where the DTX information of each CC can be provided without sacrificing the UCI performance. Thus it is recommended that the DTX information be signalled in the UCI.
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Appendix: Simulation results
A. Scenario 1
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Figure A-1. Scenario 1 with N=2.
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Figure A-2. Scenario 1 with N=3.
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Figure A-3. Scenario 1 with N=4.
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Figure A-4. Scenario 1 with N=5.
B. Scenario 2
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Figure B-1.  Scenario 2 with N=2.
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Figure B-2.  Scenario 2 with N=3.
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Figure B-3. Scenario 2 with N=4.
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Figure B-4. Scenario 2 with N=5.
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