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1 Introduction

PDCCH blind decoding (BD) is an important issue that should be considered for LTE-A PDCCH design. In RAN1#60b meeting [1], it was agreed that:

· The supported maximum number of blind decodes is X times the number of aggregated CCs supported by the UE 

Note – this applies regardless of the maximum supported BW of the UE.
In this contribution, first we will define the upper limit on the total number of BDs. With the definition of BD upper limit in support of carrier aggregation (CA), it is found that unlike Rel-8, the number of actual BDs in operation can be different from the upper limit, and thus some discussion is provided. 
2 Upper limit on total number of blind decodes
In RAN1 #60 meeting, the maximum number was FFS, but in any case it was agreed that it will not exceed Nx60 [1]. In this section, we propose
(1) Upper limit on total number of blind decodes = N
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X , where N is the maximum number of simultaneous aggregated DL component carriers (CCs) that a UE’s baseband processor supports,  X is the maximum number of BDs per CC in the scenario of same-CC scheduling
· X=60 is preferred at least for UL SU-MIMO.

· It was proposed that DL/UL transmission mode can be configured independently [2]. If it is adopted that DCI payload size is aligned between UL and DL DCIs, overhead will be an issue.
· In addition, we think DCI format 0/1A as a fallback mode should be supported in every CC.
(2) The possibility to further reduce the upper limit is FFS
From the view of power consumption and the CRC false alarm issue, some efficient and reliable solutions to reduce the BDs could be further studied.
3 The maximum number of blind decodes in operation
In Rel-8, the actual maximum number of BDs in operation is exactly the upper limit, i.e., 44. In LTE-A, the upper limit is linear to N as proposed in the above section, where N is the number of CCs that the UE is capable to aggregate. Since the number of semi-statically configured CCs can be less than N, the setting of maximum BD number in operation may have different options as listed below, with analysis of corresponding performance and cost.
Option 1 Linear to the number of aggregated n CCs
In option 1, each CC corresponds to a fixed maximum number of BDs.  
With option 1, when PDCCH blocking happens to a UE, it cannot enlarge its search space (SS) size even if it does not reach its BD upper limit.
Option 2 Always equal to the BD upper limit
In option 2, the maximum number of blind decodes for n aggregated CCs is equal to the upper limit.  How to distribute the BD attempts to the n CCs is FFS. 
Option 2 is beneficial for reducing PDCCH blocking probability, but may consume more power and increase the CRC false alarm probability (shown in Appendix A). For example, for detecting a DCI in the same-CC scheduling, a UE performs an exhaustive search among all PDCCH candidates until the CRC is correct or until the BD upper limit is reached. If the maximum number of BDs is large, the power consumption and CRC false alarm probability due to invalid BDs are increased, especially for those low-SINR UEs in active state (except for those in DRX sleep mode) but not scheduled because they have to try all the PDCCH blind decoding attempts.
Option 3 Configured by the eNB
In option 3, eNB configures the maximum BD number in operation according to the different situations, aiming to balance between the power consuming/false alarm and the PDCCH blocking. Note that the configured maximum BD number in operation can not exceed the upper BD limit defined in section 2.
For example, in a lightly loaded cell, PDCCH blocking is not crucial; the eNB could configure a smaller BD number, which is beneficial for saving power and reducing CRC false alarm probability. On the contrary, PDCCH blocking is serious in a heavy loaded cell. To reduce PDCCH blocking probability, as shown in figure 1-3 of appendix B and Table 6 of appendix C, it is a straightforward and valid method to expand the search space, which requires increasing the number of BDs. 
In addition, from the views of UE, if the SINR of a UE is high enough, the CRC false alarm is not crucial and the eNB could configure a larger BD number for this UE to decrease the blocking probability of this UE. The gain of expanding a UE’SS is shown in figure 4 and 5 of appendix B and Table 6 of appendix C.
The method to distribute the BD attempts to the n CCs is FFS. 
In table 1, the comparison of the 3 options is summarized.

Table 1. Comparison of different options for the setting of BD number in operation
	
	Blocking probability
	CRC False alarm
	Power consuming

	Option 1: Linear to the number of aggregated CCs
	higher
	lower
	Less 

	Option 2: Always equal to the BD upper limit
	lower
	higher
	Higher

	Option 3: Configured by the eNB
	Controlled by eNB  
	Controlled by eNB
	Controlled by eNB


4 Conclusions
In this contribution, we analyze the upper limit on total number of BDs and the maximum number of BDs in operation, and conclude with the following proposals:

· Upper limit on total number of blind decodes = N
[image: image2.wmf]´

X , where N is the maximum number of simultaneous aggregated DL CCs that a UE’s baseband processor supports,  X is the maximum number of BDs per CC in the scenario of same-CC scheduling.
· X=60 is preferred at least for UL SU-MIMO.
· The maximum number of BDs in operation, i.e. the current configurable maximum number of BDs for a UE, could be configured by the eNB.
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Appendix A. Comparison of CRC false alarm
Assuming that the bit error probability is 
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 for low-SINR UEs and the number of CRC bits is 16, so the probability of the false CRC pass probability for a single UE and a single BD is
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The average time between false positive PDCCH will be 
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(s), where M is the number of maximum BDs in one subframe. 
The comparison of CRC false alarm is shown in Table 2. Here, we assume the upper BDs are averagely distributed, i.e. the max. number of BDs per CC in operation is equal to 
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. And we assume X = 44 and n = 1 (i.e. the number of current configured CCs is 1).
Table 2. Comparison of CRC false alarm

	Upper BD limit (N
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	44
	2
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	The max. number of BDs per CC in operation
	44
	88
	132
	176
	220

	T (s)
	1.49
	0.745
	0.496
	0.372
	0.298


From the values, we can see that for low-SINR UE, if it is always equal to the BD upper limit (option 2 in section 3), the average time between false positive PDCCH will be short.
Appendix B. PDCCH blocking probability
Simulation assumption is shown in Table 3.  CCE aggregation level distribution is shown in Table 4, which is evaluated by the link and system simulations.
Table 3. Simulation Assumption
	Parameter
	Assumption

	CC BW
	10MHz (50RBs)

	Antenna configuration
	4x2 FSTD-SFBC,  non-vertical antenna gain.

	Total CCE number
	37 (CFI=3)

	Size of SS at aggregation level 1/2/4/8
	Size 1: 6, 12, 8, 16 CCEs (as in Rel-8)

Size 2: 12, 24, 16, 32 CCEs ( twice size 1)

	Simulation time
	20000 subframes

	Number of max. PDCCHs within a subframe
	10 and 20 PDCCHs
(the minimum and maximum number of PDCCHs within 37 CCEs based on table 2)

	PDCCH scheduler
	1. Without adjusting the CCE locations of already scheduled PDCCHs;
2. Without falling back to other aggregation level when a PDCCH can not be scheduled with the assumed aggregation level.


Table 4. CCE aggregation level distribution (%)
	
	1 CCE
	2 CCE
	4 CCE
	8 CCE

	Case 1 
	55.72
	28.66
	12.33
	3.29

	Case 3 
	50.30
	28.50
	15.30
	5.90


The purpose of the simulation is to observe how much gain enlarging SS can achieve. In our simulation, the PDCCH scheduler is basic. An advanced scheduler may bring the absolute blocking probability a little lower, but the trend is the same for the basic and advanced PDCCH scheduler. 

The simulations are operated from the view of system and UE separately. 
(1) From the view of the system
The number of maximum PDCCHs which need to be scheduled within a subframe is assumed 20 in a heavy loaded cell and 10 in a lightly loaded cell. We will observe the system-level gain with enlarging SS in both scenarios. The PDCCH CCE distribution corresponds to Table 4. 
From the figure 1 and figure 2, we can see that PDCCH blocking probability reduces obviously by enlarging SS twice, especially for 4CCE and 8CCE aggregation level. In a heavy loaded cell (figure 1), the blocking probability reduces about 6~7%. In a lightly loaded cell (figure 2), the blocking probability reduces about 4~5%.
PDCCH resource efficiency is shown in figure 3. We can see that in a heavy loaded cell, PDCCH resource efficiency increases almost 10% in both case 1 and case 3 by enlarging SS twice.
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 Figure 1  System-level blocking probability comparison (size 1 vs. size 2)
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Figure 2  System-level blocking probability comparison (size 1 vs. size 2)
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Figure 3  PDCCH resource efficiency (size 1 vs. size 2)

(2) From the view of a UE with expandable search space
The evaluation only observes a randomly selected UE’s blocking probability, whose search space is expandable. In detail, the search space size of the selected UE will be simulated as size 1 and size 2, but the search space sizes of other PDCCHs are all assumed the same as in Rel-8 (size 1). The PDCCH CCE distribution still corresponds to Table 4.
From the figure 4 and 5, we can see that PDCCH blocking probability reduces obviously by enlarging SS twice, especially for 4CCE and 8CCE aggregation level. In a heavy loaded cell (figure 1), the blocking probability reduces more than 10%. In a lightly loaded cell (figure 2), the blocking probability reduces about 5%.
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Figure 4  UE-level blocking probability comparison (size 1 vs. size 2)
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Figure 5  UE-level blocking probability comparison (size 1 vs. size 2)
Appendix C. The impacts on system performance
Simulation assumption is shown in Table 5.  .

Table 5. Simulation Assumption
	Parameter
	Assumption

	CC BW
	10MHz (50RBs)

	Antenna configuration
	4x2 FSTD-SFBC,  non-vertical antenna gain.

	Total CCE number
	37 (CFI=3)

	Size of SS at aggregation level 1/2/4/8
	Size 1: 6, 12, 8, 16 CCEs (as in Rel-8)

Size 2: 12, 24, 16, 32 CCEs ( twice size 1)

	PDCCH scheduler
	1. Without adjusting the CCE locations of already scheduled PDCCHs;

2. Without falling back to other aggregation level when a PDCCH can not be scheduled with the assumed aggregation level.

	PDSCH Scheduler
	Bursty buffer PF

	Traffic Model
	FTP traffic model  (defined in 36.814 A.2.1.3.1) [3]

	Number of max. UEs within a sub-frame
	10

	UE speed
	3 KM/h

	Channel model
	SCM Case 1 and Case 3

	Channel estimation
	Ideal

	Simulation time
	40 s


PDCCH blocking means PDSCH/PUSCH can not be available, which will impact system performance, especially for bursty traffic. The simulations focus on bursty traffic and evaluate User perceived throughput (UPT, during active time) [3]. As shown in Table 6, in Case 1, enlarging the search space can achieve 10% and 12% gain for average UPT and edge UPT separately. In Case 3, enlarging the search space can achieve 13% and 10% gain for average UPT and edge UPT separately.
Table 6. Simulation results
	DL UPT
	Avg. UPT (Mbps)
	Edge UPT 5% (Mbps)

	Case 1
	Size 1
	6.91 (x 1)
	1.97 (x 1)

	
	Size 2
	7.60 (x 1.1)
	2.21 (x 1.12)

	Case 3
	Size 1
	6.29 (x 1)
	1.57 (x 1)

	
	Size 2
	7.08 (x 1.13)
	1.72 (x 1.1)
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