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1 Introduction

In this contribution, we express some of our views on multi-cluster PUSCH resource allocation in LTE-A.
2 Number of Supported Clusters

In our view, the number of supported clusters in non-contiguous PUSCH transmission should be limited. The main reason is because the cubic metric (CM) generally increases with the number of clusters [2-4]. Although increasing the number of supported clusters results in a higher scheduling flexibility, however, as shown in [2-4], the throughput gain owing to the scheduling flexibility diminishes progressively as the number of clusters is more than 2, 3 or 4 depending on the evaluation assumptions. 
Regarding the maximum number of supported clusters, we propose that non-contiguous PUSCH transmission is limited to 2 clusters per component carrier due to the following reasons:
· Limiting the number of clusters to 2 maintains a lowest CM in multi-cluster PUSCH transmission. Although it was shown in simulation results of several companies that 3 or more clusters are beneficial to throughput gain e.g. [2, 4-6], if carrier aggregation is taken into account and the multiple component carriers are implemented in a single RF chain, the increase in CM is more than that in a single component carrier. For a cell-edge user, the power backoff prevents it from sending the required transmit power for satisfactory detection. In general, to exploit the multiuser diversity, only a small number of clusters are qualified to receive grants from the scheduler. Thus, restricting the cluster number to 2 does not impose a serious constraint. 
· Signalling overhead for resource allocations is the least when the number of clusters is confined to 2.
· Confining the number of clusters to 2 minimizes the efforts of RAN4 in analyzing the influence of multi-cluster PUSCH on RF requirements. 
· Non-contiguous PUSCH transmission earns more throughput by exploiting the multiuser diversity in a more thorough way. However, the exploration of this diversity gain incurs a reduction of power amplifier capability, hence we should use it with care. On the other hand, when diversity gains (possibly from different domains) from some other means such as MIMO, carrier aggregation, etc. are explored, the differentiation of UEs’ superiority in the perspective of throughput is less obvious, which makes the multiuser diversity gain becomes less. Therefore it is not suggested to exploit the gain from multi-cluster PUSCH too thoroughly, and we may explore diversity gains from other domains. 
· The number of PDCCH blind decodings is not increased with 2-cluster PUSCH transmission. Resource allocation signalling proposed in [7-9] for 2 clusters maintains the same bit length as Rel-8 DCI format 0/1A. 
Thus, we propose that

Proposal 1: The number of clusters supported by non-contiguous PUSCH resource allocation is at most 2.
3 Restrictions on Size of Clusters

It is highlighted in RAN4’s study [1] that the worst case clustered uplink resource allocations results in large output power backoff, and restrictions on the extent of the allocation or some other means are needed. From other perspectives, the size of cluster also impacts performance, signaling design, scheduling flexibility, etc. Below we express our views regarding the restriction on size of clusters. 

1) Restriction on the minimum size?

It is our view that the minimum size of a cluster should be limited, i.e. each cluster is composed of at least some given number of RBs. The reasons are: 
· As identified by [10], the resource allocation of two narrowband single-RB located at the extreme ends of the channel bandwidth incurs the most serious power backoff problem. These highly concentrated narrowband allocations lead to spurious intermodulation products as a result of the nonlinearities present in the transmitter RF chain. The power backoff is reduced when the number of RB in each cluster increases. Thus, setting a limit on the minimum size of a cluster is required to alleviate the power backoff problem. 
· It is suggested by several companies that the concept of downlink Rel-8 resource block group (RBG) is reused in non-contiguous PUSCH resource allocation. Specifically, the resource is allocated in the unit of RBG, and the minimum size of a cluster is equal to 1 RBG. The larger the RBG size, the less signalling overhead is for resource allocation.   
2) Restriction to have equal-size clusters? 

It is demonstrated in [11] that CM is lower with clusters having equal size. Thus, we suggest that each cluster has an equal size. Although this, along with restricting the minimum size of a cluster, decreases the flexibility in scheduling and hence the throughput, some means proposed in [12] may be adopted to enhance the scheduling granularity.   
3) Restriction on the total size of clusters?
It is our view that, identically to Rel-8, the total number of RBs in all clusters scheduled for an UE shall fulfil
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is a set of non-negative integers. This restriction can reduce the implementation complexity of the transform precoding in the SC-FDMA transmitter. 
Owing to the above discussions, we propose that 

Proposal 2: The minimum size of a cluster shall be restricted; each cluster contains equal number of RBs; the total number of RBs in all clusters shall fulfill eqn. (1). 
4 Conclusion

Regarding the non-contiguous PUSCH resource allocation, we suggest RAN1 to consider the following proposals:
Proposal 1: The number of clusters supported by non-contiguous PUSCH resource allocation is at most 2.
Proposal 2: The minimum size of a cluster shall be restricted; each cluster contains equal number of RBs; the total number of RBs in all clusters shall fulfill eqn. (1). 
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