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1 Introduction

Transmit beamforming with limited feedback has been studied extensively and demonstrates significant performance gain over its open-loop alternatives. In general, a beamforming codebook needs to be designed and maintained at both transmitter/receiver to facilitate the operation, where the codebook may be a collection of candidate beamforming vectors. 

A single codebook is desired which performs well in different fading scenarios, for different antenna spacing, antenna patterns and polarization profiles. However, it is difficult to design a codebook that is optimal for all environments and configurations. As a result, the current LTE Rel-8 codebook designs are a compromise of many factors.  The Rel-8 design works reasonably well for SU-MIMO, but for MU-MIMO it has been shown that substantial performance improvement is possible with further codebook optimization. In particular, it has been pointed out in [1] that adaptive codebook is a very promising codebook optimization method by adapting the codebook to the underlying channel statistics. 
2 Adaptive codebook 
2.1 General principle
The broad idea of adaptive codebooks (AC) is to select a fixed baseline codebook and then let the actual codebook be a transformed version of this baseline codebook. The transformation matrix is usually determined by the spatial channel correlation matrix R within a certain time/frequency window. From source coding perspective, this is reasonable since the codebook (a discrete representation of the continuous source) should mimic the continuous random source. AC is such a technique and possesses a moment-matching property: the adapted codebook follows the underlying channel by mimicking its first and second order statistical moments. 
In particular, let the channel be H. The PMI codebook can then be adapted by the time/frequency channel statistics R. The adapted codebook is then used to quantize the channel H. The quantization operation may be simply written as
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where 
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is the matrix representing the baseline codebook matrix. This process can be illustrated in Figure 1.  
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Figure 1. Illustration of the adaptive codebook original approach.
In essence, two components need to be digitized and synchronized between eNB and UE. Firstly, the spatial channel statistics R need be synchronized through e.g. feedback. This could be achieved via quantization using a statistics codebook 
[image: image4.wmf]W

. Secondly, the PMI index under the adapted baseline codebook 
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 need be synchronized through e.g. feedback. 
The same principle applies in both time domain and frequency domain, i.e., the matrix R could be time domain correlation if time domain statistics is to be utilized, and could be frequency domain correlation if frequency domain statistics is to be taken advantage of.
2.2 Design of baseline codebook 
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The baseline codebook
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is selected the same as Rel.8 rank-1 codebook.
2.3 Design of the 11-bit statistic codebook 
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We study the codebook design for AC in a 4-Tx setup in this contribution. The Rel. 8 codebook is used as the baseline codebook in Figure 1. In this subsection, we present an 11-bit codebook design for the channel statistics and let us start with the statistical channel correlation matrix R. An eigen-decomposition of R leads to 
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where 
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are the two leading eigenvectors, and 
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are the two leading eigenvalues. Let 
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 be the ratio of the second largest eigenvalue versus the largest eigenvalue. 
The proposed 11-bit statistic codebook 
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 consists of three sub-codebooks, which are 6-bit sub-codebook 1, 4-bit sub-codebook 2 and 1-bit sub-codebook 3. It is noted that the sub-codeword selection in sub-codebook m, m>1, might be depending on the selected sub-codeword in the sub-codebook m-1.
· 6-bit Sub-Codebook 1: 
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Let the Rel. 8 rank-1 codebook be represented by a 4x16 complex matrix 
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, with one column of 
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 representing a candidate codeword. The 6-bit sub-codebook 
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 is constructed as
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The i-th codeword in 
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is the i-th column of
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, denoted by 
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· 4-bit Sub-Codebook 2: 
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The 4-bit codebook 
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 is chosen to be the same as the Rel. 8 rank-1 codebook 
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. The j-th codeword in 
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is denoted by 
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· 1-bit Sub-Codebook 3: 
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The 1-bit codebook is defined as 
[image: image29.wmf]].
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As illustrated in Figure 2, it fits in a 11-bit PUCCH packet and consists of three segments. The first segement is 6-bit long and used to index a codebook 
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of size 4x64. The second segment is 4-bit long and used to index a codebook 
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of size 4x16. The last segment is 1-bit long and used to index a real scalar 0<<1. 
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Figure 2. Illustration of the three feedback segments that form an 11-bit PUCCH packet.
Let 
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 be the selected sub-codewords from the subcodebook 1, 2 and 3, respectively. The eventual selected codeword in 
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is jointly determined as 
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Note that 
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 is actually obtained from the selected vector of 
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after subtracting its projection onto 
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An example is given in Appendix 1 on how to select the sub-codewords to quantize and feedback R.
3 System level simulations
The quantization method described in Appendix 1 is used to quantize the channel and should be interpreted as an implicit feedback method: two codebooks are used, with 
· the Rel. 8 codebook 
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 being used as the baseline codebook in Figure 1 and

· the 11-bit codebook 
[image: image40.wmf]W

 being used as the statistics codebook in Figure 1.

Both codebooks are used in the quantization process, and a feedback of two codeword indices (not necessarily of the same feedback period) would hence occur. The two feedbacks would collectively determine the suggested precoder to the eNB, following the double codebook principle agreed so far. 
A MU-MIMO system level simulator with 4 transmit and 2 receive antennas is used to verify the system level performance. A pool of 10 users per sector is assumed, while greedy user scheduling with proportional fairness is carried out. Up to 2 UEs are paired for MU-MIMO, with up to one stream transmission per UE. Zero forcing MU-MIMO beamforming [4] is used at the eNB side and MRC receivers are used at UE sides. Dedicated downlink DMRS are used for both non-adaptive codebook and adaptive codebook. The statistics codebook is used once every 100ms. Other numerical simulation parameters and assumptions are listed in the appendix. 
Numerical simulation results are presented in table 1. 
	
	Adaptive Codebook with infinite precision of R
	Adaptive Codebook with quantized R by 11-bit codebook 
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	Cell average gain
	Cell edge gain
	Cell average gain
	Cell edge gain

	ULA 0.5 
	15%
	3%
	11%
	0%

	XPO 0.5 
	20%
	35%
	13%
	16%


Table 1. Comparison of adaptive codebook: unquantized R vs reduced rank quantized R.
4 Conclusion

This contribution studies codebook design for AC in a 4-Tx setup. A double codebook approach is taken, where one codebook is used to quantize/feedback the statistical channel info and the other codebook is used to quantize/feedback the short term channel info. The two feedbacks together determine the suggested precoder. 
It is recommended to reuse the Rel. 8 codebook as the baseline codebook for the short term channel info. Rel. 8 codebook is also heavily used to design the statistics codebook 
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, as presented in section 2.3. A feedback overhead of 11 bits associated with the statistics codebook occurs, making it possible to be carried in PUCCH. System level simulation results demonstrate that significant performance gain can be achieved via adaptive codebook, with a reasonably low feedback overhead. 
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Appendix 1 Channel Statistics R quantization based on the codebook 
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It is noted that given the same codebook design as illustrated in Figure 2, different quantization methods using the same codebook design may be used. We present one quantization method in the following.

For the first step quantization, 
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 serve as the multiple inputs to the codebook of 
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, which can be selected via the following metric
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For the second step quantization, 
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 serve as the multiple inputs to the codebook of 
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 leading to a quantized output of 
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, which can be selected via the following metric
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Notice that the set 
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 is defined as the projection of 
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onto the null space of 
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. Basically, for every vector within 
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, it can be obtained from one vector of 
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after subtracting its projection onto 
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. As a direct result, 
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 is in the null space of 
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Figure 4. A possible quantization method using the 11-bit codebook.

The scalar  is then quantized by simple scalar quantization, leading to a quantized output of 
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. Finally, the quantized version is reconstructed as a function of the three, as shown in Figure 4, 
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It is noted that by doing the quantization as in Figure 3, the quantization complexity of the 11-bit codebook is roughly on the order of 26, keeping the overall quantization complexity under control.

Appendix 2 System level simulation assumptions
	Parameter
	Assumption

	Carrier frequency
	2GHz

	ISD
	500 meters

	UE speed
	3 km/hr

	Bandwidth
	10 MHz (50RB)

	Traffic Model
	Full Buffer

	Channel model
	SCM

	Number of UEs per sector
	10

	Polarization
	ULA and XPO (cross-polarized)

	Layer number per UE
	1

	PMI feedback type
	wideband PMI feedback

	Max. paired # of UEs
	2

	Scheduler
	Proportional fairness

	Receiver algorithm
	MRC

	HARQ mechanism
	HARQ-CC, Maximum 3 transmission times

	Antenna configuration
	3D antennas

	Number of antennas
	4x2

	Antenna spacing
	0.5 lambda @ eNB and 0.5 lambda @ UE; ULA

0.5 lambda @ eNB and 0.5 lambda @ UE; XPO
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