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1 Introduction

In RAN1#59bis, companies reached an agreement on the importance of enhanced feedback support for LTE-Advanced and  the following issues about UE feedback in LTE-A were included in the chairman’s note.

· SU-MIMO is supported

· Release 8 type of feedback will be extended for 8Tx antenna configurations
· CQI/RI are computed assuming that the reported codebook entry is interpreted as a recommended precoder by the eNB 

· Use of other types of feedback are not precluded

· Improved accuracy of spatial feedback should be supported if sufficient performance gains in realistic scenarios are demonstrated for at least MU-MIMO.

· Enhanced MU-MIMO is supported
· The enhancements are in relation to feedback
· At least the feedback specified for SU-MIMO can also be applied for MU-MIMO operation
In this contribution we propose a multiple granularity feedback scheme to support SU/MU-MIMO in LTE-A. Link level and system level performance are conducted to evaluate the proposed scheme. The simulation result shows the proposed scheme has throughput advantage over Rel-8 type of implicit PMI feedback scheme with the gain around 15%  for cell average throughput. In term of cell edge user throughput, the gain is around 30%.
2 Background of multiple component feedback schemes
Some contributions [1-9] discussed the guidelines for UE feedback design in previous meetings. It is noticed one category of the proposed schemes can be classified as multiple component feedback, and it is best summarized in [5]. The major elements of the scheme is listed below
· Rel-8 type of implicit feedback (PMI/RI/CQI) is supported in Rel-10

· CQI and RI are reported

· Rel-8 type of PMI (precoder recommendation) is reported

· CQI is determined assuming a hypothetical transmission at the eNB

· Methods for improving feedback accuracy are supported

· E.g. UE feeds back multiple codebook indices to inform the eNB of a precoding matrix recommendation

· Two feedback components are multiplexed for enabling SU/MU-MIMO dynamic switching

· One feedback component targets SU-MIMO operation with Rel-8 type CQI/PMI/RI feedback

· The other feedback component targets MU-MIMO operation with Rel-8 type of feedback (i.e. implicit CQI/PMI/RI feedback)

· E.g. UE feeds back Rel. 8 type CQI/PMI/RI with restricted rank(s)  

It can be found that this scheme generally consists of independent feedback components for SU-MIMO and MU-MIMO operation respectively. Each of these feedback components is optimized for their specific transmission mode. Usually the SU-MIMO component is for high rank, while the MU-MIMO report is for low-rank (e.g. rank 1 or rank 2). The advantage of multiple component feedback schemes includes less impact to standardization and the possibility to reuse the Rel-8 feedback framework in terms of both UL feedback and DL codebooks.
3 Multiple granularity feedback based on multi-layered structure 
As has been analyzed in previous section, with multiple component feedback schemes, UL feedback overhead will inevitably increase. This partly because certain level of redundancy may exist in the multiplexed components. It is well known that quantization error requirement for MU-MIMO operation is more stringent than SU-MIMO transmission so extra information is needed beside the SU-MIMO feedback part. The key problem is when designing the extra feedback for MU-MIMO feedback, how to utilized all the channel information already contained in the SU-MIMO part of the feedback.
To solve this problem, we proposed multiple granularity feedback (MGF) scheme based on multi-layered structure (MLS).
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Figure 1
This concept is best illustrated using a figure. As depicted in figure 1, multi-layered structure feedback is constructed in several steps that result in different layers of codebook. The exact number of layers depends on the tradeoff  between desired granularity requirement and the feedback overhead. Initially , a base codebook is used to generate the initial quantization of the channel state information, while successive refinement are applied in the following steps, where rotation and compression operation is adopted to generate high-layer codebooks. Through careful design higher layer codebook contains no redundant information that already exists in lower layer of codebook. Also with each refinement step, quantization error that is introduced because of the codebook size used in previous layer is reduced gradually .
3.1. Base (Layer one) codebook
Various codebooks can be used as the base codebook, such as Grassmanian codebook, DFT based codebooks and other. The aim of the base codebook is it should be as uniform as possible, for example Grassmanian codebooks achieve this by maximizing minimal subspace distance between vectors. It should be noted as refinement will be applied in the following steps (higher layer codebook), the size of the base codebook can be set relatively small.
3.2. Higher layer codebook design
For MGF scheme, the more important step is how to design higher layer codebook. In this section, here we discuss this issue. Two operations, namely, compression and rotation are utilized to generate higher layer codebook.
3.2.1. Compression Operation

First we can define a spherical cap in the Grassmanian cluster  
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For any vector 
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 This is illustrated in the figure below.
Radius before compression
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3.2.2. Rotation Operation

We also need to rotate the codebook 
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 in the neighborhood of the origin, to the vicinity of a desired target vector. 


[image: image15.emf]o

rot

o

o

rot

o


Suppose we adopt the Rel-8 codebook as the base codebook, let 
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 be the SU-MIMO PMI selected (or one column of SU PMI ), the transformation  from 
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  is achieved with the following operation:
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3.3. Examples of MGF codebook construction
Now we give examples of the proposed MGF codebook in this section. For simplicity we use Rel-8 codebook as the base codebook. In the first step, layer one (4 bits) feedback is chosen according the standards defined procedure in Rel-8. For generation of layer two codebook, if the intended target size is 4-bits, then we will construct layer two codeword using the following equation.
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where n is the codeword index and  
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  is a configurable parameter that can be adapted according to the antenna configuration and deployment scenario. For example it can be set to 0.5 for UMi scenario.
Another example is to generate finer DFT codebook granularity.
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where g, G control the granularity of the DFT codebook.  
3.4. Flexible configuration 
Another important advantage of the MGF scheme is the flexibility of configuring the feedback both in time and frequency domain. This is partly because of the inherent differential properties exists in the proposed scheme. For example, to explore the correlation in frequency domain, multiple sub-bands can share one common lower layer codebook, while each has their own higher layer codebook (and possibly with different granularity/total layers) respectively. This is illustrated in the figure 2 below.  
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Figure 3

Figure 3 shows the example of doing multi-granular feedback based on time domain.  The long term PMI is based on layer 1 codebook and short term PMI is based on layer 2 codebook.

It should be noted different layers of feedback can also be configured together for every feedback instance. For example we can always use the 4 bits layer one codebook plus 2 bits layer two codebook together. In this scenario the scheme falls back to one form of enhancement of Rel-8 type of implicit feedback scheme ,which has the minimal standard impact. 
4 Performance Evaluation
In this section, we evaluate the performance of the proposed feedback scheme. The simulation assumptions used in link and system level simulation are given in the appendix.  In the following simulations, two different forms of layer 2 codebook generation are used to increase feedback granularity targeting for different type of channels.

The first 8 codewords of Rel-8 codebook are DFT codewords which are good for correlated channel. Equation (5) is applied to generate layer 2 codewords to increase the granularity of the corresponding DFT codewords.  For the codewords 9 to 16 of Rel-8 codebook, equation (4) is applied to generate layer 2 codewords.  
3.1. Link level simulations
Significant gain is observed with 2-bit layer two codebook, in both high-correlation and low-correlation channel conditions. For SCM Case1 channel,  layer 2 codebook going from 2-bit to 4-bit doesn’t provide much gain.  For UMi channel, going to 4 bit is beneficial.   
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Figure 4
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Figure 5
3.2. System level simulations
 We also conduct system level simulation to compare average cell spectral efficiency and cell edge spectral efficiency. Observation from the following tables includes:
· MGF generally provide significant spectral efficiency gain both for cell average and cell edge
· The extra overhead beyond 4-bits Rel-8 legacy feedback to support MU-MIMO operation depends on the deployment scenario.  The overhead can be reduced by dividing two layers of feedback into wideband/subband or long term/short term.
· The 2-layer codebook has similar performance as adaptive codebook if unquantized R is used.  When quantized R is used, gain in cell edge spectral efficiency is observed with 2-layer codebook comparing with adaptive codebook.
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook 
	1.9605    
	0.0644

	Rel-8 codebook+2bit L2 codebook 
	2.1535  (+9.8%)  
	0.0706 (+9.6%)

	Rel-8 codebook+4bit L2 codebook
	2.2660  (+15.6%)
	0.0822 (+27.6%)


Table 1 UMi 4lambda Rank-1 SU/MU
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook 
	2.9051    
	0.0999

	Rel-8 codebook+2bit L2 codebook
	3.3273 (+14.5%)
	0.1202 (+20.3%)


Table 2 Case1 0.5lambda Rank-1 SU/MU
Table 1 and 2 are the results based on the feeding back two PMIs (PMIs from L1 and L2 codebooks) with the same feedback interval and frequency granularity (i.e. short term and frequency selective feedback).  Significant gain is observed with multi-level codebook.  
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook        (5ms, 6RB)
+ 2bit L2 codebook  (5ms, 6RB)
	3.327    
	0.120

	Rel-8 codebook        (100ms, 6RB)

+ 2bit L2 codebook  (5ms, 6RB)
	3.30 (-0.8%)
	0.118 (-1.6%)


Table 3  Case1 0.5lambda Rank-1 SU/MU  - Long term/Short term
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook        (5ms, 6RB)
+ 2bit L2 codebook  (5ms, 6RB)
	3.327    
	0.120

	Rel-8 codebook        (5ms, 50RB)

+ 2bit L2 codebook  (5ms, 6RB)
	3.294 (-1%)
	0.122 (+1.7%)


Table 4  Case1 0.5lambda Rank-1 SU/MU  - Wideband/Subband
Table 3 shows the performance with long term subband L1 PMI (from Rel-8 codebook) and short term L2 subband PMI.  Table 4 shows the performance with wideband L1 PMI and L2 subband PMI.  It can be observed that similar performance can be achieved with long term L1 PMI or wideband PMI.   The overhead can be reduced by either  way.
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook        (5ms, 6RB)
+ 2bit L2 codebook  (5ms, 6RB)
	3.327    
	0.120

	Adaptive codebook  (Rel-8 base CB)
R1/2 transformed codebook 
Unquantized R - (100ms, 50RB)
4-bit PMI – (5ms, 6RB)
	3.314 (-0.4%)
	0.120 (+0%)

	Adaptive codebook

R1/2 transformed codebook 

4-bit PMI – (5ms, 6RB)

8-bit quantized R - (100ms, 50RB)

Unquantized eigenvalues
	3.270 (-1.7%)
	0.114  (-5%)

	Adaptive codebook

R1/2 transformed codebook 

4-bit PMI – (5ms, 6RB)

8-bit quantized R - (100ms, 50RB)

Fixed ratio of two eigenvalues= 3
	3.261 (-2%)
	0.107  (-10.8%)


Table 5  Case1 0.5lambda Rank-1 SU/MU  - Adaptive codebook
Table 5 shows the performance comparison between 2-layer codebook and adaptive codebook which is another multi-granular technique.  With un-quantized wideband covariance, the adaptive codebook has similar performance with the 2-level codebook.  When R is quantized, there is loss comparing with 2-layer codebook.  Note that vector quantization is used here.   4-bit is used to quantize each eigenvector as described in [10]. Therefore, 8-bit in total is used to quantize R as two principle eigenvectors are quantized. The ratio of eigenvalues is either unquantized or fixed.   If the ratio of the two eigenvalues is fixed to 3, further loss is observed especially for cell edge users.
Note that it has some similarities between this multi-layer codebook and adaptive codebook based on transmit channel covariance.   For multi-layer codebook, 
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 in equation (4) can be adaptively adjusted based on the covariance.  Unified framework for these two types of multi-granular feedback is discussed in [11].
5 Conclusions
In this contribution we propose a multi-granular feedback scheme based on multi-layered structure to support SU/MU-MIMO in LTE-A. Link level and system level performance are conducted to evaluate the proposed scheme. The simulation result shows the proposed scheme has promising throughput advantage over Rel-8 type of implicit PMI feedback scheme.
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7 Appendix

Table3: Link Level  Simulation Assumptions
	Parameters
	Assumptions

	Channel model
	3GPP Case1 3D/ ITU Urban Micro 

	Number of users per cell
	10 UEs with the same geometry dropped randomly in a cell.

	Operating bandwidth (BW)
	5RBs

	UE Speed
	3km/h

	Antenna configuration
	MIMO 4x2

Transmitter: 4Tx co-polarized antenna at eNB, 0.5λ separation for 3GPP Case 1, 4( separation for UMi
Receiver: 2Rx vertically polarized antenna at UE, 0.5λ separation 

	Number of UEs per cell
	10

	CQI/PMI/RI reporting interval
	5ms for CQI/PMI, 10ms for RI

	CQI/PMI granularity 
	Subband CQI/PMI, 5RB granularity

	Link adaptation 
	SU-CQI/PMI feedback, post-BF CQI calculated based on SU CQI with adjustment based on ACK/NACK

	MU Precoding
	SLNR

	Delay for scheduling and AMC
	6ms

	Receiver
	MMSE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal

	Receiver
	MMSE 


Table4: System Level  Simulation Assumptions

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m

	Operating bandwidth (BW)
	10 MHz

	Penetration loss 
	20dB

	Distance-dependent path loss
	L=128.1  + 37.6log10(.R), R in km

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1 3D/ ITU Urban Micro 

	Antenna configuration
	MIMO 4x2

Transmitter: 4Tx co-polarized antenna at eNB, 0.5λ separation for 3GPP Case 1, 4( separation for UMi
Receiver: 2Rx vertically polarized antenna at UE, 0.5λ separation 

	Number of UEs per cell
	10

	CQI/PMI/RI reporting interval
	5ms for CQI/PMI, 10ms for RI

	CQI/PMI granularity 
	Subband CQI/PMI, 6RB granularity

	Link adaptation 
	SU-CQI/PMI feedback, post-BF CQI calculated based on SU CQI with adjustment based on ACK/NACK

	MU Precoding
	SLNR

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal
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