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1 Introduction

This document presents HSDPA Multicarrier simulations results for bursty FTP and NGMN traffic models.
2 System Level Simulation Results
The system level simulation results are shown in this section. For a meaningful comparison, the results are presented in a normalized manner, as a function of the number of users per carrier or offered load per carrier. For example, 2 users per carrier corresponds to a population of

· 8 users per a quad carrier deployment

· 4 users per a dual carrier deployment

· 2 users per a single carrier deployment

The aim is to draw a comparison for a constant “user density per Hz”. Similarly, cell throughput figures are presented in a normalized, “per carrier” manner.
Independent HARQ processes were assumed on each carrier, with 70% of transmit power allocated to HS-PDSCH.

Proportionally fair scheduling was assumed, with the forgetting factor equal to 0.1. The PF metrics were formed on each carrier based on the total throughput on all carriers to the UE, and then the UE was scheduled separately on each carrier based on the “per carrier” PF metric.
Type-3 receiver was assumed.
2.1 Results for the FTP Bursty Traffic Model
Results obtained with the FTP bursty traffic model used in the dual-cell investigations [1] are shown in this section.

From figures 1, 4 and 6 we can observe significant gains when progressing from the single to dual and quad carrier scenario. Owing to the increased user throughputs, the data burst are served faster and the traffic queues are shorter as the number of carriers increases. The normalized cell throughput is independent of the number of carriers for low and moderate loads. For high loads, the effect of multicarrier diversity and load balancing can be observed: the chance of congestion due to poor propagation conditions or high short-term load reduces.
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Figure 1 – Mean user throughput vs. number of users per carrier and bursty traffic model.
[image: image3.emf]Users per sector Vs Burst Rate

0

10

20

30

40

50

60

70

0 2 4 6 8 10

Burst Rates (Mbps)

Users per Sector

2xSC-RxD

DC-RxD


Figure 2 – Figure 8 of [1], PA3 results. The number of users is given per sector, i.e. 2, 4, 8, … correspond to 1, 2, 4, … on figure 1.
So in the above figure 8 of [1] we get the points (after translation to the  methodology used in this document):
SC:
(1, ~4.5), (2, ~4.2), (4, ~4.0), (8, ~3.5), (16, ~2.6), (32, ~0.5)
DC:
(1, ~8.6), (2, ~8.2), (4, ~8.0), (8, ~6.5), (16, ~5.5), (32, ~0.6)
These results from [1] are somewhat better the ones presented in this document, although the difference is defensible. The trends in the results from [1] are almost unbelievably perfect, whereas we do not observe the exact doubling of the number of users
[image: image4.wmf]
Figure 3 – Figure 10 of [1], PA3 results. The number of users is given per sector, i.e. 2, 4, 8, … correspond to 1, 2, 4, … on figure 1.
Comparing figure 10 of [1] in Figure 3 to our figure 1, we observe that the highest user throughputs are  close (3.5 and 7 Mbit/s per carrier, for single and dual carrier (dark green and grey)).
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Figure 4 – Mean cell throughput vs. the number of users and Bursty traffic model.
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Figure 5 – Figure 9 of [1], PA3 results. The number of users is given per sector, i.e. 2, 4, 8, … correspond to 1, 2, 4, … on figure 4.
· Users pers sector are counted over two carriers, so 2, 4, 8, 16, 32, 64 correspond to 1, 2, 4, 8, 16, 32 in our results in figure 4.
· Throughput is counted over two carriers, so it has to be divided by 2 for comparison to our figure 4.
So in the ‘number of users per carrier’ and ‘mean cell throughput per carrier’, from the above figure we get the points (1, X), (2, Y), (4, ~1), (8, ~1.7), (16, ~3), (32, ~5.5) which is in line with our figure 4, except for some discrepancy at the top where it seems our simulations saturate sooner.
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Figure 6 – Mean packet call delay vs. number of users per carrier and bursty traffic model.

2.2 Results for the NGMN Bursty Traffic Model
Results obtained with the bursty traffic model popularized by the NGMN set of simulations [2] are shown in this section. With this traffic model, the users are randomly created and persist only for the duration of the call. After a successful transmission, the users are removed from the simulation environment. The main model parameters are the CellOfferedLoad and the FileSize. Thus, the packet interarrival time is calculated as CellOfferedLoad/FileSize. The simulations were configured to terminate upon the completion of 300 successful packet transfers.

Similarly to the FTP model, significant gains can be observed when progressing from the single to dual and quad carrier scenario.
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Figure 7 – Mean packet call throughput vs offered load per carrier and NGMN traffic model.
	Offered load
	Served cell throughput 
	Mean user data rate
	95% user data rate 
	50% user data rate
	5% user data rate 
	10% user data rate 
	Resource utilisation
	User outage

	Mbps
	Mbps
	Mbps
	Mbps 
	Mbps
	Mbps
	Mbps
	%
	%

	1
	1.01
	9.22
	18.83
	7.93
	2.57
	3.21
	13.34
	0.00

	2
	2.01
	8.03
	17.26
	6.70
	1.80
	2.51
	25.65
	0.00

	4
	3.91
	4.94
	13.75
	3.48
	0.63
	1.00
	58.71
	0.00

	5
	4.71
	3.39
	10.00
	2.25
	0.34
	0.53
	71.16
	0.00

	Full buffer
	9.45
	0.86
	1.93
	0.71
	0.22
	0.30
	94.71
	0.00


Table 8.6.1   Averaged results for HSPA downlink 1x2, 64QAM dual cell category 24 (42 Mbps). Figures in red indicate >5% shortfall in served cell throughput.
The above is table is from the NGMN report v20100121.

If offered load is divided by 2 (in line with our per carrier normalization) then mean user data rate is quite in line with our mean packet call throughput results in the above figure.
The served cell throughput is also in line with ours below. Remember the normalization, i.e. a point (2, 2) in above table is point (1, 1) in figures below.
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Figure 8 – Mean cell throughput per carrier vs offered load per carrier and NGMN traffic model. 
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Figure 9 – Mean packet call delay vs offered load per carrier and NGMN traffic model.
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Figure 10 – TTI utilization vs offered load per carrier and NGMN traffic model.
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Figure 11 – 10th percentile packet call throughput vs offered load per carrier and NGMN traffic model.
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Figure 12 – 90th percentile packet call throughput vs offered load per carrier and NGMN traffic model.
3 Conclusions

We presented system level simulations comparing single, dual and quad carrier HSDPA. Significant gains were observed when progressing from the single to dual and quad carrier scenario.
Annex 1 - Simulation Assumptions

Assumptions are shown in Table A-1.  

Table A-1 Simulation assumptions for Multicarrier.
	Parameter
	Value

	Layout
	Macrocell, hexagonal, 3 sector sites

	Number of sites
	19 (57 cells)

	ISD
	1000m

	Range law
	128.1 + 37.6log10 (R), R in km
(assumes all carriers @ 2GHz)

	Shadow fading
	8dB, 100% correlated between carriers

(assumes adjacent carriers)

	Inter/intra site correlation
	100% for intra, 50% for inter

	TX power
	43dBm / carrier

	Noise
	-174dBm/Hz

	Beamwidth
	70 degrees

	Front to Back ratio
	20 dB

	Node B antenna gain
	14 dBi

	UE antenna gain
	0dBi

	UE Noise Figure
	9dB

	Handover margin
	3dB

	Fast fading channels
	PA3 for NGMN only, VA3 for NGMN & bursty

Fast fading 0% correlated between carriers

	Power overhead for control channels
	30%

	CQI
	Delay 9 slots, 1dB noise

	UE receiver
	Type 3 , 16QAM

	Intercell interference
	Bursty interference for the FTP traffic model.
Full-power interference for the NGMN traffic model.

	HSDPA operation
	Independent WCDMA signals and HARQ processes on each carrier. Joint scheduling: Form PF metrics on each carrier based on the total throughput on all carriers to the UE, and then schedule each carrier based on the PF metrics separately. Forgetting factor 0.1.

	Traffic model
	Bursty as in 25.825, 5sec interarrival time

2MB packet size for NGMN [2]
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