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1. Introduction
The following is copied from chairman’s notes from previous RAN1 meeting based on the way forward on UE feedback. 

· SU-MIMO is supported

· Release 8 type of feedback will be extended for 8 Tx antenna configurations
· CQI/RI are computed assuming that the reported codebook entry is interpreted as a recommended precoder by the eNB 

· Use of other types of feedback are not precluded

· Improved accuracy of spatial feedback should be supported if sufficient performance gains in realistic scenarios are demonstrated for at least MU-MIMO.

· Enhanced MU-MIMO is supported
· The enhancements are in relation to feedback

· At least the feedback specified for SU-MIMO can also be applied for MU-MIMO operation

In our view, PMI is a coarse approximation of covariance, and we believe is a starting point and a very effective compression technique for single user MIMO. However, performance loss with release-8 codebook could be large for multi-user MIMO as shown in many studies even during release-8 development. Availability of DRS enables PMI-based zero-forcing beamforming which provides some gains. However, significant performance loss is still shown compared to explicit feedback schemes [2]

 REF _Ref244932146 \r \h 
[3]. This can also be explained due to the loss of subspace information, which degrades MU performance as discussed in [6]. 
We also note that a number of ITU submissions have assumed narrowband or wideband availability of covariance feedback or channel feedback in their simulations [9]
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[10]
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[14]. Many CoMP performance studies also employ the explicit feedback as CSI assumption [4]

 REF _Ref244932928 \r \h 
[6]
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[8]. Furthermore our study on higher order MU-MIMO also shows that covariance feedback is important for enabling multiple layers per UE [5]. On the other hand, there is in general insufficient study showing similar gains with PMI based schemes.
Because of the performance advantages promised with spatial covariance feedback, in this contribution, we study efficient compression schemes to make the feedback overhead low enough for using the Rel-8 feedback vehicle. This contribution is revised based on a previous submission [2]. 
2. Configurable Spatial Covariance Feedback
Spatial correlation matrix is defined as the transmit antenna correlation observed at the UE and computed by UE based on CSI-RS. Denoting the spatial correlation matrix observed by UE-i as 
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, which can be computed from channels estimated from CSI-RS and accumulated over the entire band or a sub-band, over one subframe or a longer period, all according to an eNB’s configuration. The spatial correlation R can be simply estimated as  
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where S is a set of subcarriers, corresponding to a subband (including the special case of a single sub-carrier),  the whole transmission band, or a single component carrier in the case of spectrum aggregation.  “R’ is an instantaneous correlation estimated based on an instantaneous channel estimated from CSI-RS in a subframe. If accumulated over a longer period of time, it eventually converges to statistical correlation. Correlation matrix can be deemed as a compressed or averaged “channel” from a set of channel response matrices.
A few variations can be considered as follows:  

· Short Term Covariance Feedback – Wideband or narrowband (R) accumulated over a small time window (e.g., 5-10ms). It can provide the most up-to-date and frequency-selective spatial information for best performance. On the other hand, overhead may be high, especially for cell-edge UEs.
· Covariance Feedback based on a large window in time (e.g. ~few hundred ms) - Sometimes referred to “long-term” covariance matrix, it is rather an averaged covariance matrix and can be effectively used in scenarios where the spatial covariance characteristics does not change that much (e.g., for correlated antenna configuration and/or under low mobility).  

· Principle eigenvector(s) of the short-term or long-term covariance matrix. . 
Examples of efficient methods to feedback spatial covariance coefficients are discussed in the appendix. In the following section, we discuss methods to reduce the number of coefficients required to approximate the matrix.

3. Kronecker Approximations of Spatial Covariance

A covariance matrix can be decomposed into Kronecker components, taking advantage of the antenna array configuration. For example, covariance matrix of a XPOL array can be expressed as follows
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Conceptually, the ULA Kronecker component 
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 captures the correlation submatrix between subsets with similar ULA configuration, which in figure below are antenna sets (1-4) and (5-7).  The polarization Kronecker component 
[image: image5.wmf]Pol
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captures the correlation submatrix between subsets with similar cross-polarized configuration, namely antenna subsets (1,5), (2,6), (3,7) and (4,8). More generally, the spacing/location and polarization of antenna elements introduce some redundant structure in the antenna correlation, which lead to good Kronecker approximations and can be used as effective compression schemes for feedback overhead reduction.
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As another example, a 4 Tx ULA can also be decomposed into
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where the first matrix captures correlation between subsets (1,2) and (3,4) and another captures correlations between (1,3) and (2,4). 

More generally, the above relationship may not be exact, but captures the available redundancy mathematically and provides an efficient tool for spatial covariance compression. More specifically, UEs will find Kronecker components such that a matrix norm is minimized
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where the norm defined above could be the Frobenius norm. It can be shown that the above minimization produces Hermitian component matrices.
Clearly, the component matrices themselves can be then further compressed/signaled using direct coefficient feedback or a quantization scheme. The Kronecker product for a 4 Tx ULA can be expressed as
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where 
[image: image10.wmf]d

is a scaling factor approximately represented by pre-processing SNR. Each of the two normalized component matrices can be written in the form
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which can be each represented by 3 real entries for a total of 6 real entries as opposed to 16 without Kronecker approximation.
4. Performance Results
We can study the loss due to feedback compression by assessing the degradation of sum-capacity in a single-point MU-MIMO operation. The simulations are based on a single isolated cell with two users. Simulation parameters and modeling assumptions are provided in the table below. We assume two-UE MU operation with rank-1 per UE. Random pairing is also assumed since optimality of pairing decision additionally depends on channel quality information feedback and how eNB predicts the post-MU performance (for determining the best pairing) and MCS for individual link once the decision is made.
Sum good-put (corresponding to 10% FER and the LTE Release-8 MCS) of the two users based on post-processing receive SNRs is plotted in results below in bps/Hz against user SNR in dB for the following two cases

i) Wideband Feedback: Same precoding and user pairing across the whole band

ii) Narrowband Feedback: Frequency selective precoding and pairing. Feedback on a set of 6 contiguous RBs

In all the results, the eNB after receiving compressed “R”, approximates it by the closest positive definite Hermitian matrix. This can be achieved by simply zeroing the negative eigen values of the received covariance matrix. The precoding algorithm is based on modified SLNR approaches described, for example, in [3].
Different approaches to covariance compression are compared in the results, which are listed below
i) Ideal Covariance Feedback (“SLNR R” in the plot legend)

ii) Covariance Feedback with quantization as in Section 3.2 (“SLNR R Quantized”)

iii) Covariance Feedback with Kronecker Approximation (“SLNR R Kronecker”). No further quantization is applied.

iv) Long Term “Per-Drop” Covariance (“SLNR R Long Term”).

v) PMI with Zero-forcing beamforming for reference (“ZFBF with PMI”).

	Parameter
	Value

	Channel Model
	ITU 

	Antenna Configuration
	4-Tx eNB: ULA, 0.5 lambda

2-Rx UE: ULA, 0.5 lambda

4-Tx eNB: XPOL, 4 Lambda

2-Rx UE: XPOL



	Duplex method 
	FDD

	Link adaptation
	Ideal CQI (post-MU CQI known at eNB for MCS determination)

	Channel estimation
	Ideal channel estimation 



	Feedback Impairments
	Wideband/Narrowband Feedback

Reporting period: 4 ms ;

Delay: 3 ms

	Rate Metric
	Goodput based on MCS in Release 8

	Overhead
	Same overhead for all transmission modes.

116 data REs per RB assumed.

	Number of users per cell
	Two. Forced to same geometry

	Receiver Assumption at the UE
	MMSE. Ideal Knowledge of interferer channel.


Figure 2 - Simulation Assumptions
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Figure 3 - Performance with ITU Urban Micro, 4x2 Correlated ULA. a) WB b) NB
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Figure 4 - Performance with ITU Urban Micro, 4x2 Cross-Polarized with 4 Lambda spacing, NB Precoding
The results above are for a 4Tx configuration and show that significant performance gains can be still maintained even with the heavily compressed feedback scheme. We have the following observations.

1) Element-wise quantization using 64 bits shows almost no performance degradation. This is not surprising since with 4 bit quantization per real entry, the distortion noise on R coefficients is about -15 to -20 dB, which is quite small and comparable to channel estimation distortion that will be present in downlink “R” estimation. Additional compression may also be studied.
2) Kronecker component approximation suffers minor degradation compared to the full covariance feedback. Kronecker compression which requires transmission of only 6 normalized real coefficients represents 63% reduction in overhead for 4 TX (i.e., 24 bits versus 64 bits). 
5. Overhead for 8 transmit antennas
For 8 TX transmissions, using element quantization as an example to estimate the upper bound of feedback overhead, the 4x4 Kronecker component could use 64 bits and can be transmitted much less frequently, while the other 2x2 Kronecker component with 3 real entries can be transmitted with a maximum of 12 bits to capture short-term spatial information. We believe further compression to 6 bits will still be sufficient for the 2x2 component. If the long term feedback is transmitted every 200ms, while the instantaneous component is transmitted every 10ms (CSI-RS interval), it translates to ~3 bits of feedback per feedback transmission (wideband). 
6. Conclusions
In this contribution, we show that Kronecker approximation of a covariance matrix can reduce the feedback overhead significantly, with only slight performance loss compared to full covariance feedback. For example, 16  real coefficients in a 4x4  covariance matrix can be reduced to 6  real coefficients. 
For 8 TX transmission, using ~6-9 bits of feedback per reporting, most of the performance benefits of full covariance feedback may be obtained. Proposed feedback methods could use this overhead as a target for optimizing overhead vs. performance trade-off, especially for multi-user MIMO schemes.  

Kronecker compression/representation can also be very useful in the case of element-wise or vector quantization as a content compression method for covariance. Efficient encoding of the individual components can be further studied.
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Appendix
Feedback of Spatial Covariance Matrix Entries

In this section, we consider some efficient ways of compressing/signaling spatial covariance information.

Direct coefficient feedback 

Entries of vectorized “R” can be directly mapped to the feedback resources in place of QPSK/QAM modulation symbols. For example, one approach is to map the entries of “R” in place of QPSK symbols on a PUCCH channel. Normalization of entries to satisfy transmit power limitations is required. In another example, entries of “R” are combined with data modulation symbols in PUSCH as illustrated below (i.e., by replacing some data symbols with entries of “R”). 
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Figure 1 - Mapping of Spatial Covariance to PUSCH

The following are some of the main advantages of direct coefficient feedback:

· The feedback reliability implicitly improves with better uplink channel quality. The distortion of R reduces with increasing uplink SNR. A scheme with quantization and coding has a fixed quantization distortion which will not reduce even if SNR improves. It will have to adapt the source coding to exploit increased capacity as SNR improves.

· The reliability of reconstructed feedback at eNB can be further improved by repetition transmission, frequency selective transmission, and time filtering at eNB with periodic transmission.
The performance of the direct coefficient has been shown to be robust in [15] after we modeled the uplink channel conditions encountered in a system scenario.

Generalized Quantization

One generic way to define quantization (either vector or element-wise) is as follows
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where 
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is the channel quantization codebook, 
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is a vectorized “R” to cell 
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is the quantized codebook index. “D” is a definition of some distance function such as a combination of entry-wise distance. 

The element-wise quantization can be viewed as a special case of this generalized quantization where each entry is quantized to a certain number of bits. We will look at an element-wise quantization for investigation purposes as follows:

2) Unique entries of R extracted.  For example, for 4 antennas at the transmitter, the spatial correlation matrix is a 4x4 matrix with 10 unique entries (exploiting Hermitian symmetry) or 16 real values (due to real-values for diagonal entries). These unique entries can be vectorized for transmission. 
3) The scaling/normalization factor is extracted as the mean of the trace of R (i.e., tr(R)). The ratio of tr(R) and noise power represents the pre-processing SNR. A long-term average of tr(R) over a window is assumed in our results.

4) Unique entries of R are normalized/divided by the scaling factor to obtain normalized entries 

5) Real entries corresponding to the diagonal are normalized using 4 bit uniform quantization. Let us represent the quantized 
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6) Complex entries are quantized using i) 4-bit uniform quantization for phase in [0,2
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] and ii) 4-bit uniform quantization of the amplitude in the range of [0, 
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The total overhead of the above scheme is then 4*4+8*6 = 64 bits of feedback. Clearly, additional optimization can be performed and more efficient approaches based on vector quantization and/or SVD based quantization may also be explored [16]. However, we focus next on a scheme that naturally takes advantage of the antenna configuration related structure of the correlation matrix.
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