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1. Introduction

Using a zero-forcing precoder on the downlink can reduce inter-user interference in multi-user MIMO. This makes it possible to schedule MU-MIMO transmissions to UEs with either one antenna or multiple antennas with a MRC receiver, while still achieving an increased system throughput gain. This DL precoding technique can further improve MU-MIMO performance for the UEs with more advanced receivers like the MMSE receiver. However, to achieve better inter-user interference mitigation in MU-MIMO, more accurate channel state information (CSI) is needed on the DL. It is recognized that the CSI reported by PMI as adopted in LTE Rel-8 is not sufficient for this purpose. 
In RAN1#59bis meeting in Valencia Spain, the following Way Forward regarding channel feedback enhancement to support DL single cell MU-MIMO was endorsed and was summarized in the Chairman’s notes [1]:

· SU-MIMO is supported

· Release 8 type of feedback will be extended for 8 Tx antenna configurations
· CQI/RI are computed assuming that the reported codebook entry is interpreted as a recommended precoder by the eNB 

· Use of other types of feedback are not precluded

· Improved accuracy of spatial feedback should be supported if sufficient performance gains in realistic scenarios are demonstrated for at least MU-MIMO.

· Enhanced MU-MIMO is supported
· The enhancements are in Relation to feedback
· At least the feedback specified for SU-MIMO can also be applied for MU-MIMO operation
In this contribution, some solutions to enhance the CSI feedback accuracy in an effort to improve MU-MIMO performance will be discussed.
2. PMI Feedback Enhancement
From the discussions at previous meetings, it seems that to maintain backward compatibility to Rel-8 while enhancing performance are considered two of the most important aspects in the design of feedback for LTE-A MIMO. It is desirable to keep Rel-8 PMI feedback scheme and send extra channel information to the eNB in order to achieve more accurate precoding for MU-MIMO. 

For some DL precoding algorithms such as zero-forcing precoding, more accurate channel information is needed at the transmitter. The channel information could be the principal eigenvector in the single layer case or principal eigenvectors in the multiple layers case. If more accurate eigenvector(s) are available at the transmitter, it can be anticipated that the MU-MIMO performance will be improved. In the following, for simplicity, we will focus our discussion on the single layer per UE MU-MIMO situation. The approach can be easily extended to MU-MIMO transmission with multiple layers per UE.
2.1  Eigenvector Representation with a New Basis
To report the principal eigenvector to the transmitter, one straightforward way is to directly quantize each complex element of the vector and send the quantized values to the eNB. As any vector can be represented with a new orthogonal basis, one alternative is to report the projections of the eigenvector on a new basis. When both eNB and UE know the new basis, the eigenvector can be reconstructed at the eNB without losing any information. We call the projected vector on the new basis the “basis transformed eigenvector” (BTEV) in this contribution. The following equation shows how to calculate the BTEV.
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In above equation, 
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 is the eigenvector; 
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is the orthogonal basis transformation matrix with each column vector representing one dimension of the new basis in the original natural basis, and the matrix is a unitary matrix; 
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is the basis transformed eigenvector.  The eNB can re-construct the eigenvector after receiving 
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Using 3-dimensional real vector space as an example, Figure 1 illustrates the relationships between channel eigenvector (or channel), the vector in the codebook indicated by the PMI, and the quantization error vector. In the figure, b1, b2 and b3 represent three mutually orthogonal codewords in the codebook. These three vectors form an orthogonal basis. The vector b3 is the vector indicated by the PMI in this figure. The projections on b1 and b2 represent the quantization error vector between the actual eigenvector and the vector represented by PMI. It should be noted that the projection of the eigenvector onto the PMI indicated vector b3 should be normalized to unit norm.
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Figure 1.  Vector represented with a new basis
It is interesting to note that, as shown in Table 1, the Rel-8 rank-1 codebook for 4-tx antennas can be grouped into four subsets (as shown by four rows in the table). Each subset has four mutually orthogonal codewords, and they form an orthogonal basis. The numbers in the table indicates the codeword index in the codebook. 

Table 1. Four set of basis in Rel-8 rank-1 codebook

	0 
	1 
	2 
	3 

	4 
	5 
	6 
	7 

	8 
	9 
	10 
	11 

	12 
	13 
	14 
	15 


Based on this observation, the Rel-8 PMI report can be viewed as the best one-dimensional approximation of the principal eigenvector among these four sets of basis. To further reduce the quantization error made by the approximation and improve the performance of MIMO transmission, especially for MU-MIMO, it is a natural extension to also report the quantization error projections - on the remaining three dimensions in the selected basis. It can be seen that the projection values on the remaining three dimensions should have smaller magnitudes compared to the projection on the PMI-related dimension. The reports of the projections on the remaining three dimensions can be viewed as CSI refinement report to reduce the quantization error. Note that as PMI report contains the information of which set of basis and which dimension in the basis has been selected, no more signaling is required from the UE to the eNB to indicate the indices of the additional three dimensions in the refinement reports.

From the above discussion, the following observations can be made regarding the solution:
· Is less sensitive to quantization error on the remaining 3 dimensions;
· Requires reduced feedback overhead compared to direct element quantization;
· Could be used to support both progressive or non-progressive reporting;
· Is an extension of the Rel-8 PMI feedback scheme;
2.2  CSI Refinement Report
As MU-MIMO will likely be applied in low mobility scenarios, the channel correlation in time domain should be exploited. Instead of repeating the same coarse CSI reports represented by PMI, we can report some CSI refinement information to the eNB in consecutive multiple PMI reports.

Such CSI refinement reporting could be transmitted in addition to legacy PMI reporting as defined by Rel-8. This refinement reporting, as called channel error measure indicator (EMI) in this contribution can be used and configured by the eNB in order to maintain backward compatibility. In this section, two refinement reporting options are described as examples.
2.2.1 Binary Code Reporting 
In this option, each real and imaginary part of the error vector elements is quantized and coded in a binary format leading with a sign bit. The quantized error vector is then reported to eNB. As shown in Figure 2, UE reports sign bits first followed by the most significant bits (MSBs) for all components of the error vector together. This allows the eNB to be able to reconstruct a rough approximation of the quantized eigenvector as early as possible. In subsequent reports, less significant bits (LSBs) are reported consecutively, which would allow the eNB to further refine the reconstructed eigenvector. 
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Figure 2 Binary Code Report Method
2.2.2 Integral Reporting
Another option is to use an integral reporting approach. This approach potentially reduces feedback delay. In this approach, each refinement report carries sign bits only for the real and/or imaginary parts of the error vector to indicate the direction of correction on the last reported error vector. Upon receiving this refinement report, the eNB will add or subtract, depending on the sign bits just received, a certain adjustment value e(n) to adjust the real/imaginary parts of the reconstructed eigenvector. After a few refinement reports, it can be expected that the reconstructed eigenvector in the eNB will converge to the true eigenvector. 
The error adjustment step size e(n), where n is the refinement report instance, can be a fixed value or a variable as a function of n. An example on how the variable step size is used is shown in the left plot of Figure 3 and fixed step size is shown in the right plot of the same figure. Note that only i-th real/imaginary part of the error vector is shown in the figure.
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Figure 3. An Example Comparing Variable and Fixed refinement Step Size

As shown in the left plot for the variable step size method, in the first step, eNB increments one eigenvector element by step size of 0.5. In the second step, eNB increments by step size of 0.25. In the third step, eNB decrements by step size of 0.125. The corresponding refinement reported could be [1 1 0]. This process will continue as needed. For the fixed step size method showed in right plot, the eNB increments the element by 0.2 at each step of the first three steps. The corresponding report could be [1 1 1]. After certain refinement reports, it is expected that the quantized eigenvector will converge within certain level if the channel variation changes slowly. Since the latest measured eigenvector is used to determine the adjustment by UE, the refinement reporting is essentially tracking the small changes of eigenvector. If variable step size is applied, after certain steps, the step size should be fixed to a small value to allow effective eigenvector tracking.
3 Simulation Results
Link-level simulations are conducted to evaluate the performance of the proposed feedback approaches. Figure 4 shows some preliminary link-level simulation results and the simulation conditions. A 4x2 DL MU-MIMO is assumed here. 
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Figure 4 Link Level Simulation Result and Simulation Conditions

In the figure, red lines show results using the newly proposed schemes. In addition, the results of some existing schemes are also included for comparison and depicted by the blue lines.  They include short term (1 ms) covariance matrix without quantization (labelled as COVM in the figure), PMI plus best companion PMI (labelled as PMI+), and PMI only feedback schemes. For these three existing reporting schemes, the PMI reporting period is 1ms. While, for the newly proposed schemes, the PMI is reported every 10ms and EMI is report every 1ms in between PMI reports.
From Figure 4, we can see that the short term covariance matrix feedback scheme without quantization provides the best throughput result which is used as an upper bound to compare with other schemes. In addition, we can see that the PMI feedback scheme has the poorest throughput performance due to the large quantization error which leads to large inter-user interference. It can be seen from the figure that the performances of the newly proposed feedback schemes are close to that of the COVM scheme and much better than that of Rel-8 PMI feedback scheme. 
4 Conclusions

In this contribution, several solutions to reduce CSI quantization error are discussed. The proposed solutions are natural extensions of Rel-8 PMI reporting and they are backward compatible. Their overhead is scalable. From the preliminary simulation results, it can be seen that these solutions could bring improved MU-MIMO performance with limited extra feedback in addition to the Rel-8 PMI feedback. Therefore it is believed that such solutions could be considered as promising candidates for LTE-A MU-MIMO feedback. 
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