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1 Introduction

Heterogeneous network consist of deployments where low power nodes (such as RRH, Pico/Hotzone, femto/HeNB and relay nodes) are placed throughout a macro-cell layout. In [1], we have provided our views on the requirements for interference mitigation techniques including the implementation choice of the eNB in deploying FFR. In this contribution, we would provide simulation studies to investigate one aspect of the latter. 

We present results of evaluation studies of the downlink performance of the macro+Relay Type 2 in a co-channel deployment of heterogeneous cells.

2 Adaptive FFR ICIC
Inter-cell interference coordination (ICIC) techniques based on fractional frequency reuse (FFR) have been investigated in [2] and where it was shown that FFR can be static or dynamically allocated by the eNB. Static schemes for interference mitigation provide simpler implementation wise with little or no additional signalling overhead among eNB. However, considering that UEs are not always uniformly distributed, the traffic load of each relay would vary as well. Therefore, static schemes that allocate equally bandwidth resource among cell edges would suffer limitation of reduced utilization of the available frequency spectrum in the cell edge area.
3 System Level Simulation 
3.1 System Simulation Assumptions
Simulation settings follow the latest TR 36.814 (v1.5.1) including the updated pathloss model of access link and direct link. DL simulations are carried out for a 10 MHz system with 25 UEs per macro cell. RN is deployed in the cell-edge. The detail simulation setting can be found in the Appendix. 
3.2 System Results for Relay Cell-Edge Deployment based on a New Dynamic ICIC Method
An adaptive resource allocation with interference coordination for cell-edge relay deployment is described in this section. The whole system bandwidth is divided into four subbands, e.g. F0, F1, F2 and F3 (as shown in Fig. 1). In a tri-sector network, subband F3 would be used by all the eNB to provide services for the cell center UEs and RN backhaul, and subbands F0, F1 and F2 are orthogonally assigned between the three sectors to provide services for their corresponding cell edge UEs (severed by RN). Based on the simulation assumption of 10MHz system bandwidth, there are total 50 PRBs (physical resource block) in each subframe.
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Fig. 1   Multi-cell hexagonal layout and spectrum division
Initially, in each sector, 6 PRBs out of the 50 PRBs are considered as cell-edge band, 32 PRBs out the 50 PRBs are reserved as cell-center band, and other 12 PRBs are vacant for removing inter-cell interference at the cell edge. In each cell, RNs schedule their relay UEs on the cell-edge band length of 6 PRBs, and eNB schedules macro UEs and relay backhaul links on the cell-center band length of 32 PRBs.
In this scheme, we suppose the information (such as PRB allocation and number of associated UEs) coordination between eNB and relays in the same sector can be performed based on centralized scheduling and used to support this adaptive resource allocation. Suppose in cell 
[image: image2.wmf]k

sector 
[image: image3.wmf](0,1,2)

ii

=

,  the number of cell-edge (severed by RN) UEs is 
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and the total number of PRBs allocated for relay UEs is
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. So the average PRBs allocated for each UE can be calculated as 
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. Assuming that the eNB can communicate information of PRB allocation and the number of UEs in neighbouring cells across X2 interface, then the average PRBs allocated for neighbouring cell edge UE can be calculated as
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And
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Here we take the relay in cell k, sector i as a example, if 
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 are overloaded according to current PRB allocation, then cell 
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will free some of the PRBs originally allocated for its relay UEs, and will not use these PRBs in the following subframes until the UE’s distribution or the PRB allocation changes again. And the number of PRBs need to be freed can be calculated as 
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. On the other hand, if 
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 are overloaded, and if the neighbouring sectors 
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 has already freed some PRBs, then the common freed PRBs (of all neighbouring sectors, in this way, we don’t introduce new inter-cell interference) can be used in cell 
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. Since the time granularity of this PRB allocation is subframe by subframe, this dynamic resource allocation scheme can adapt to the situation in which UE distribution changes fast (e. g. due to mobility). All these will depend on the configuration of the scheduling.
Fig. 2 shows the throughput results for this scenario under 3GPP Case 1 with two RN located on the edge of the cell. Here the PF scheduling is applied in the simulation. 
Here we need to emphasis that, the baseline performance of the static ICIC is deduced compared to our former results, the reason is that the UE’s distribution is set to be non-uniformed and for each designated time period, the distribution will be randomly changed. That is why we propose a new adaptive resource allocation for the random distribution. From the simulation results, it is demonstrated that with the proposed method, both cell average and cell edge spectrum efficiency can be improved. 
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Fig. 2 CDF of per user throughput for ICIC (Cell Edge Deployment, non-uniformed distributed UE)
Table 1 System simulation results with ICIC (Cell Edge Deployment, non-uniformed distributed UE)
	 
	Conventional Static ICIC
	Proposed Dynamic ICIC

	Cell average spectrum efficiency(bps/Hz/cell)
	1.2608
	1. 7009 (+34.9%)

	Cell edge spectrum efficiency(bps/Hz)
	0.0222
	0. 0247 (+11.1%)


4 Conclusion
In this contribution, we presented simulation results of a new adaptive resource allocation method for non-uniformed UE distribution using cell-edge Type II Relay deployment in a non-uniform UE distribution. We can draw the following preliminary conclusions:

· The performance gains of using Type II relay with adaptive resource allocation over a macro homogenous deployment and a static resource allocation Type II relay HetNet deployment;
· The benefit and justification of X2 information exchanges of the Relay node’s PRB allocation and served UEs.
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6 Appendix Simulation Assumption
	Parameter
	Value

	Cellular layout
	Hexagonal layout with wrap around, 7 eNodeBs, 3 cells per eNodeB

	System bandwidth
	10 MHz, downlink

	ISD
	500 m (3GPP Case 1)

	eNodeB transmitter power
	46 dBm

	RN Tx power
	30 dBm

	Number of RNs per sector
	2 RNs per sector

	Number of UE per sector
	25 UEs per sector

	Scheduling
	Proportional Fairness

	Downlink HARQ
	Asynchronous HARQ with CC, Maximum three retransmissions, and hop-by-hop HARQ in relay network

	Channel
	SCM urban macro high spread for 3GPP case 1

	eNodeB antenna configuration
	1 Tx antenna with antenna pattern defined in 3GPP TS 36.814 V1.5.1

	RN antenna configuration
	1 Tx antenna and 2 Rx antennas with antenna pattern defined in 3GPP TS 36.814 V1.5.1

	UE antenna configuration
	2 Rx antennas (0 dBi antenna gain, omni-directional) 

	Downlink receiver type
	MRC

	Control Channel overhead, Acknowledgements etc.
	LTE: L=3 symbols for DL CCHs, overhead for demodulation reference signals

	Path-loss model
	eNodeB to UE
	L=Prob(R)PLLOS(R)+ [1-Prob(R)]PLNLOS(R)，For 2GHz, R in km. 
Penetration loss 20dB 
PLLOS(R)= 103.4+24.2log10(R) 
PLNLOS(R)= 131.1+42.8log10(R)
Case 1: Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063) 
Case 3: Prob(R)=exp(-(R-0.01)/1.0) 

	
	eNodeB to RN
	L=Prob(R)PLLOS(R)+ [1-Prob(R)]PLNLOS(R)-B，For 2GHz, R in km, where  
PLLOS(R)=100.7+23.5log10(R) 
PLNLOS(R)= 125.2+36.3log10(R)   
Prob(R) based on ITU models: 
Case 1: Prob(R)=min(0.018/R,1)*(1-exp(-R/0.072))+exp(-R/0.072) 
Case 3: Prob(R)=exp(-(R-0.01)/1.15) 
where Bonus for donor macro is set to 5dB 

	
	RN to UE
	L=Prob(R) PLLOS(R)+[1-Prob(R)]PLNLOS(R)，For 2GHz, R in km, where 
PLLOS(R)=103.8+20.9log10(R) 
PLNLOS(R)=145.4+37.5log10(R) 
Case 1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5,5exp(-R/0.03)) 
Case 3: Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5,3exp(-R/0.095)) 
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