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1. Introduction

In [3] multiple PMI feedback signaling to support user pairing/coordination was proposed. With inter-cell coordination, avoiding the use of an unfavorable PMI by a neighbor cell can improve the Signal-to-Interference ratio for a certain UE. Such an SIR improvement can be achieved by providing support for coordination of schedulers between cells; various possible methods exist for this.
In RAN1#59bis, it was agreed that for Rel-10, any DL CoMP scheme will not include any new standardized X2 interface communication for support of multi-vendor inter-eNB CoMP. Considering therefore a single eNodeB, the scheduler can take into account precoding restrictions imposed by neighboring cells. 

In [9], gains achievable through coordinated scheduling were assessed, considering a single UE. In this contribution, the performance of full scheduling, utilizing a multi-cell coordination scheme under one eNodeB, is evaluated. Simulations were carried out using a GPP system simulator according to TR25.814.

In the following sections, the multiple PMI reporting concept is recaptured, before the distributed coordination scheme that has been evaluated is explained. Then, performance results are given and finally conclusions are drawn.
2. Inter-cell coordination case 

For multi-cell coordination, “worst companion” PMI feedback signaling from the UEs can be used to implement coordinated precoding/beamforming as shown in Figure 1. 
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Figure 1: “Worst companion” for inter-cell interference avoidance

In addition to the preferred PMI for the serving cell, the UEs report worst companion PMIs for one or more interfering cells. Based on this additional information, in the general case the eNBs then schedule UEs in the different cells (serving and interfering) on the same time and frequency resources using appropriate precoding/beamforming in such a way that the UEs observe lower inter-cell interference than in the uncoordinated case.
That is, for each relevant interfering cell the UE reports one or more PMI that (if used) would create the largest intra-cell interference to the reporting UE. So using these PMIs for scheduling another UE on the same resource in the neighbor cell would be unfavorable for the reporting UE.

Further, the UE reports CQI values for the case that coordination is used or is not used (may for example be Delta-CQI based). So in case of the worst companion, the Delta-CQI is the gain when this worst companion is not used in the neighbor cell.
In order to increase the scheduling flexibility for the coordinated cells, the UEs may report a set of  worst companion PMI for each interfering cell. This would increase the number of reports and required feedback capacity. The UE can be configured by the eNB to send the desired kind of reports e.g. semi-statically.
3. Distributed coordinated scheduling restricting worst precoding in neighbor cells
3.1. Cooperation set
For determining the cooperation set, the neighborhood between cells is first determined without shadowing. That means we are only considering the 6 geometrically-nearest neighbor cells, cf. Figure 1. The shadowing is later included in the SINR calculation. In this case the geometrical nearest neighbors are not always the strongest interfering cells. Because of this effect the full performance improvement potential is not exploited and the feedback overhead can be reduced in a practical implementation.
[image: image2.emf]serving cell

its cooperation set

site

serving cell

its cooperation set

site


Figure 2: The cooperation set consists of the serving cell and its geometrically-nearest 6 neighbors.
For assessing performance of intra-site only coordination, the above cooperation set is further limited to those 2 neighbor cells out of the 6 neighbors that are located at the same site.
3.2. Proportional fair scheduling under worst companion PMI constraints
In our model here, scheduling among cooperating cells is serialized as far as it is necessary to prevent conflicting scheduling decisions, i.e. scheduling decisions that violate worst companion constraints posed by other cells from a cell’s coordination set. The scheduling sequence is changed over time in a round robin fashion so that each cell once has the opportunity to schedule first without any constraints. Under the control of a single eNodeB, the details of the scheduling method (serial or joint) are of course implementation-specific. 
Per each resource group, the expected instantaneous throughput of each UE is calculated by mapping its reported CQI and Delta-CQI values to a throughput using an approximated efficiency curve. The instantaneous throughput th of each UE is then alpha-proportionally weighted against its average throughput thmean, which is calculated as the exponentially weighted moving average with smoothing factor beta according to thmean(t) = β∙thmean(t−1) + (1−β)∙th(t−1), giving a per UE score = th / thmeanα  per resource group. For each resource group the UE with the highest score and with a reported PMI that does not violate any worst companion constraints given by other cells of the cooperation set is selected for transmission. The PMI used to transmit to the selected UE as well as the worst companion PMIs of the selected UE are then reported to other cells of the cooperation set for consideration as constraints in their own scheduling. Besides this, no other information exchange is assumed between the cooperating cells of the eNodeB.
4. Performance results
For the evaluation, a grid of beams was used, utilizing 7 out of the 16 available PMIs from the Rel-8 codebook. A resource group size of 2 PRBs has been assumed. Further simulation parameters are summarized in Table 1. The resulting throughput improvement is shown in Figure 3. (For comparison, results for an inter-site case are given in an Appendix.) 

The number of worst PMI constraints per resource group is varied between 0, i.e. normal scheduling without any PMI constraints (blue curve), and 6 constraints. In any case, the number of constraints posed to a certain interferer, i.e. a certain neighbor cell, is limited to 3. Furthermore, for each given number of constraints, the exponential alphas in the proportional fair scheduler were tuned through. This results in 7 curves.
For intra-site cooperation, 2 worst PMI constraints are sufficient to realize the full cell edge gain of 12 %. 
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Figure 3: Performance results for intra-site coordination
	Parameter
	Value

	Channel model
	3GPP case 1 2D

	ISD
	500 m

	velocity
	3 km/h

	Antenna algorithm
	GoB (7 out of 16 PMIs from Rel-8 codebook)

	eNB antenna
	4 antenna, 0.5λ spacing

	UE antenna
	2 antenna, 0.5λ spacing

	Receiver
	MRC

	Channel estimation
	ideal

	System bandwidth
	10 MHz

	Duplex method
	FDD

	Overhead for control
	3 OFDM symbols

	Feedback signaling
	additional “worst companion” PMI feedback

	CSI/CQI granularity
	2 PRB

	PMI granularity
	2 PRB

	Feedback interval
	1 TTI

	Feedback delay
	1 TTI

	Cooperation set
	6 cells (inter-site)

	
	3 cells (intra-site)

	Scheduler
	proportional fair

	
	alpha=0.6/0.8/1.0/1.3/1.5/1.7/2.0 (inter-site)

	
	alpha=0.5/1.0/2.0 (intra-site)

	
	beta=0.95

	Traffic model 
	full buffer

	HARQ
	none

	Rank
	1

	Number of cells
	21 (7 sites with 3 cells each), wrap-around

	Number of UEs per cell
	15

	Number of drops
	30

	TTIs per drop
	200


Table 1: Simulation parameters
5. Summary and Conclusion

This contribution has addressed the performance improvement by coordinated scheduling/beamforming using a simple and truly distributed scheduling scheme.
The performance of multi-cell coordination has been investigated among the 3 cells of a site (intra-site) (and also compared with the performance of inter-site coordination with the 6 closest neighbor cells).
In summary:
· The results are for Coordinated Scheduling with no user data exchange between cells.

· If coordination is limited to intra-site cells, cell edge user throughput gains of approximately 12 % are achieved with just 2 worst companion PMI restrictions per resource group. (This is compared to cell edge user throughput gains of about 25 % in the inter-site case for reference).
It can be concluded that “worst companion” PMI feedback from UEs could help in considerably improving cell edge performance, even with the intra-site constraint. In case of correlated antennas this comes at a very low feedback cost and low necessary inter-cell exchange. 
Starting with intra-site only coordination in Rel-10, already about half of the potential gain can be realized, with the possibility of doubling that gain without any change in the feedback requirements if inter-site cooperation becomes available by means of appropriate X2 signaling in a later release.
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Figure 4: Performance results for inter-site coordination

The largest gain for inter-site cooperation can be found for 4 worst PMI constraints, although already 2 worst PMI constraints realize most of the gain. The 5 %-ile of the throughput CDF, representative for the cell edge performance, is improved by about 11 % and the overall spectral efficiency by about 4 % at the same time. By increasing the alpha, e.g. from 1.0 to 1.3, the 4 % gain in spectral efficiency can be converted into an additional gain for the cell edge, resulting in about 25 % gain for the cell edge while retaining the same spectral efficiency as without cooperation. Decreasing alpha increases spectral efficiency slightly to about 5 % while cell edge performance is retained as is.
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