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1. Introduction

In RAN1#55bis, non-contiguous data transmission per component carrier for clustered DFT-S-OFDMA was agreed as follows.

· PUSCH transmission (MIMO and non-MIMO) uses DFT-precoding

· On top of Rel-8 operation:

· Control-data decoupling (simultaneous PUCCH and PUSCH transmission) supported in addition to TDM type multiplexing

· Non-contiguous data transmission with single DFT per component carrier (CL-DFT-S-OFDM)

· FFS: Resource allocation based on Rel-8 DL schemes (allocation type 0 and/or 1)

· FFS: At most one new DCI format for non-MIMO.

Compared to Rel-8, non-contiguous resource allocation (RA) will be supported in Rel-10 since it can achieve multiuser diversity and improve average sector throughput as well as cell edge UE throughput [1-5]. In [6], a list of design criteria is provided to guide the decision and design of DCI formats for non-contiguous UL RA. The main design challenge for the signaling of frequency domain resource allocations is to find a good compromise between flexibility and signaling overhead. Some companies have already given their opinions on the topic of non-contiguous RA [7-14]. The number of clusters is one of the most important factors which affects the complexity as well as the performance in terms of cubic metric (CM) and system throughput. Contribution [7] proposes no explicit limitation on the number of supportable clusters. Simulation results in [1-5] show that 2 clusters can obtain most of the gain not only for average sector throughput but also for cell-edge UE throughput. However, [12-14] propose that it is necessary that the maximum number of clusters be set to at least more than 2 in order to efficiently obtain improvement in the throughput using clustered DFT-s-OFDM. 
In this contribution, we firstly evaluate the throughput gain of non-contiguous RA by limiting different maximum numbers of clusters based on system level simulations within one component carrier (CC) , and then investigate the CM value and Tx power back-off for different numbers of clusters based on link level simulation. Finally, we compare various existing signaling schemes for non-contiguous UL RA and propose two possible schemes which support 3 clusters and 4 clusters, respectively.
2. Performance Analysis

2.1  System-level performance in terms of average sector throughput and cell-edge UE throughput
In this subsection, the gains of average sector throughput and average cell-UE throughput with non-contiguous RA over SC-FDMA are evaluated based on the scenario of 3GPP Case 1 with 2D antenna pattern where the inter-site distance (ISD) equals to 500m. The simulation conditions used in our evaluation are shown in Table A1 in Appendix. To evaluate the relation between the maximum number of clusters and the throughput performance, we consider a maximum number of clusters between 1 and 8. The total system bandwidth is 10MHz. A 3-sector 19-hexagonal cell-site layout model is assumed. The number of UEs per sector is 10 on average and the location of each UE is randomly assigned with a uniform distribution within the sector. We employ the SCM Urban Macrocell channel model and set the maximum UE transmit power to 24dBm. Furthermore, a full buffer traffic model is assumed and proportional fairness (PF)-based time and frequency domain channel-dependent scheduling scheme is used.
Table 1 (a) and 1(b) show the average sector throughput and the cell-edge UE throughput (at 5% in the cumulative distribution function (CDF)) performance with antenna configuration of 1x2 and 1x4, respectively. It can be observed from Table 1 that the maximum 21.25% gain in average sector throughput and 21.89% gain in cell-edge UE throughput is achieved when the number of clusters equals 7 and 6, respectively, with antenna configuration 1x2. With antenna configuration 1x4, the maximum gain in average sector throughput and cell-edge UE throughput are 17.77% and 16.07% when the number of clusters equals to 6 and 8, respectively. It can also be observed that, with antenna configuration of 1x2, limiting to 4 clusters can achieve performance gains of 8.46% and 9.08% in average sector throughput and cell-edge UE throughput respectively compared with limiting to 2 clusters, while with antenna configuration of 1x4, the gains are 6.68% and 5.36% respectively. However, allowing more than 4 clusters can only achieve marginal performance gains of 1.01% and 2.28% (1.07% and 0.81%) in average sector throughput and cell-edge UE throughput with configuration of 1x2 (with configuration of 1x4), respectively. Based on the simulation results in Table 1, we therefore make the following proposal:
Proposal 1: From the perspective of system throughput, the maximum number of clusters should be set to more than 2 in order to efficiently obtain improvement in the throughput using clustered DFT-s-OFDMA. Moreover, limiting the number of clusters to 4 is sufficient to obtain most of the throughput gain.

Table 1. Average sector throughput and cell-edge UE throughput for 3GPP Case 1
(a)  Antenna configuration 1x2

	Cluster Number
	1
	2
	3
	4
	5
	6
	7
	8

	Average Sector Thrput (Mbps)
	9.46
	10.48
	11.03
	11.28
	11.41
	11.44
	11.47
	11.46

	Gain
	－
	10.78%
	16.60%
	19.24%
	20.61%
	20.93%
	21.25%
	21.14%

	Cell-edge UE Thrput (kbps)
	455.08
	502.99
	528.26
	544.33
	551.62
	554.69
	553.41
	552.45

	Gain
	－
	10.53%
	16.08%
	19.61%
	21.21%
	21.89%
	21.61%
	21.40%


(b)  Antenna configuration 1x4

	Cluster Number
	1
	2
	3
	4
	5
	6
	7
	8

	Average Sector Thrput (Mbps)
	13.17
	14.49
	15.11
	15.37
	15.46
	15.51
	15.49
	15.50

	Gain
	－
	10.02%
	14.73%
	16.70%
	17.39%
	17.77%
	17.62%
	17.69%

	Cell-edge UE Thrput (kbps)
	697.81
	766.88
	789.98
	804.27
	803.91
	802.79
	806.96
	809.95

	Gain
	－
	9.90%
	13.21%
	15.26%
	15.20%
	15.04%
	15.64%
	16.07%
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(a) Antenna configuration 1x2              (b) Antenna configuration 1x4

Figure 1. CDF of UE Tx power for antenna configurations
In order to further discuss the effect of the number of clusters  on the CM values and Tx power back-off, we give the UE Tx power distribution of different antenna configurations in Figure 1. It can be observed from this figure that the UE Tx power becomes larger with the increasing number of clusters, however, the power-limited UEs are less than 0.1% for various cases. This is because the ISD is 500m for 3GPP Case 1 which means a power-unlimited scenario. Considering the effect of the CM value, the maximum transmission power may be 22 or 21dBm. Even in these cases, the power-limited UEs are still less than 0.5% and 1% respectively for most cases. These results can be used as the benchmarks to analyze the effect of CM values and determine corresponding back-off of the maximum UE Tx power.
For comparison, the average sector throughput and the cell-edge UE throughput of 3GPP Case 3 with 2D antenna pattern and antenna configuration 1x2 are shown in Table 2. The ISD of this scenario is 1732m which corresponds to a power-limited scenario in contrast to the above 3GPP Case 1. It can be seen from Table 2 that the same conclusion can be drawn as Proposal 1.
Table 2. Average sector throughput and cell-edge UE throughput for 3GPP Case 3 with antenna configuration 1x2

	Cluster Number
	1
	2
	3
	4
	5
	6
	7
	8

	Average Sector Thrput (Mbps)
	10.88
	11.99
	12.47
	12.64
	12.66
	12.65
	12.65
	12.59

	Gain
	－
	10.20%
	14.61%
	16.18%
	16.36%
	16.27%
	16.27%
	15.72%

	Cell-edge UE Thrput (kbps)
	503.23
	543.76
	532.88
	515.06
	483.41
	476.41
	476.15
	461.18

	Gain
	－
	8.05%
	5.89%
	2.35%
	-3.94%
	-5.33%
	-5.38%
	-8.36%


2.2  Link-level performance in terms of CM and Tx power back-off reduction
From the perspective of CM, the value of CM should be controlled to minimize the UE Tx power back-off since the lower the CM value the higher the PA efficiency and the larger the coverage. In this subsection, we investigate the effect of number of clusters on the performance in terms of CM and back-off from the maximum transmit power by link level simulations for a SISO scenario based on the simulation parameters listed in Table A2 in the Appendix. In our simulations, the bandwidth is set to be 10MHz and the frequency position of each chunk randomly changed per symbol. The formula for CM value calculation is:
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The UE Tx power back-off is calculated as [16]:


[image: image4.wmf](

)

max1,0

backoff

PCM

-

=-

                                  (2)
The CM values and corresponding UE Tx power back-off of different simulation conditions are shown in Table 3. It can be observed from the simulation results in Table 3 that the CM increases with the increasing number of clusters. Therefore, the number of clusters cannot be set too large in order to keep a low CM. It can also be seen that the UE Tx power back-off is about 2dB when the number of clusters is 4, which means the maximum UE Tx power will reduce to about 22dB. According to the CDF plot of UE Tx power shown in Figure 1, the power-limited UEs are still less than 0.5% when maximum UE Tx power reduce to 22dB. Based on these analyses, we make the following proposal:
Proposal 2: From the perspective of CM and UE Tx power back-off, the maximum number of clusters could be set up to 4.

Table 3.  CM values and corresponding Tx power back-off for different numbers of clusters
(a) Same cluster size

	
	Localized SC-FDMA
	Clustered DFT-s-OFDMA

	
	
	2
	3
	4
	5
	6
	7
	8

	CM value
	QPSK
	1.21
	2.21
	2.72
	2.95
	3.09
	3.17
	3.20
	3.21

	
	16QAM
	2.12
	2.77
	3.09
	3.23
	3.28
	3.30
	3.31
	3.32

	
	64QAM
	2.30
	2.87
	3.16
	3.27
	3.32
	3.33
	3.34
	3.34

	Tx power back-off
	QPSK
	0.21
	1.21
	1.72
	1.95
	2.09
	2.17
	2.20
	2.21

	
	16QAM
	1.12
	1.77
	2.09
	2.23
	2.28
	2.30
	2.31
	2.32

	
	64QAM
	1.30
	1.87
	2.16
	2.27
	2.32
	2.34
	2.34
	2.34


(b) Random cluster size

	
	Localized SC-FDMA
	Clustered DFT-s-OFDMA

	
	
	2
	3
	4
	5
	6
	7
	8

	CM value
	QPSK
	1.21
	2.11
	2.33
	2.37
	2.38
	2.39
	2.40
	2.41

	
	16QAM
	2.12
	2.70
	2.83
	2.84
	2.85
	2.86
	2.87
	2.88

	
	64QAM
	2.30
	2.78
	2.90
	2.93
	2.94
	2.95
	2.96
	2.96

	Tx power back-off
	QPSK
	0.21
	1.11
	1.33
	1.37
	1.38
	1.39
	1.40
	1.41

	
	16QAM
	1.12
	1.70
	1.83
	1.84
	1.85
	1.86
	1.87
	1.88

	
	64QAM
	1.30
	1.78
	1.90
	1.93
	1.94
	1.95
	1.96
	1.96


In summary, based on the system level simulation results in Section 2.1 and the link level simulation results in section 2.2, we can conclude that the maximum number of clusters should be set to between 3 or 4 in order to obtain a good tradeoff between the performance of system throughput and the CM value.
3. UL Non-contiguous resource Allocation

To support UL non-contiguous RA, several RA types are proposed in [8-10, 12]. All of these RA schemes make use of the concept of resource block grouping (RBG) proposed in Rel-8 DL to limit the control signaling overhead with RBG size 2/3/4/4 PRBs corresponding to 5/10/15/20 MHz bandwidth, respectively. The signaling overhead of different RA types is measured by the resource block assignment field size (in unit of bit). The existing RA types are listed as follows.
Type 1

This type of RA scheme is based on a bitmap indicating the allocated RBGs. It allows full scheduling flexibility of non-contiguous resource allocation with RBG granularity. Except for the RBG granularity, it has no additional limitation on the number or the location or the size of clusters. The resource block assignment field size is
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Type 2
This type of tree-based RA scheme permits non-contiguous transmission by restricting 2 clusters within one component carrier where each cluster is restricted within one of two cluster spans respectively as shown in Figure 2. The resource block assignment field size is
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where 
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Figure 2.  Type 2 tree-based RA with 2-cluster limitation [4]
Type 3
In this type of RA scheme as shown in Figure 3, each cluster is indicated by 2 locations: the start RBG and the end one. Therefore, RA over 2 clusters needs to indicate 4 locations in order to identify the start and end RBG of each cluster. However, in order to indicate the cluster which contains only one RBG, one virtual RBG is needed to indicate the start and end overlap. The resource block assignment field size is
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Figure 3.  Type 3 RA with 2-cluster limitation based on “start” and “end” indication [9]
Modified Type 3
For non-contiguous resource allocation, any RBG assignment state like that shown in Figure 4(a) is undesirable and pointless. This characteristic can be used to indicate a certain cluster containing only one RBG by signalling the end position of that cluster with the RBG position immediately preceding the starting RBG position of the next cluster except for the last one. Therefore, no matter how many clusters there are, only one virtual RBG is needed to indicate the last cluster containing only one RBG. In this section, a slight modification to type 3 is presented for a bit more overhead reduction. The resource block assignment field size of this type of RA with 2 clusters is
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Figure 4.  Modified Type 3 RA with 2-cluster limitation based on “start” and “end” indication [8]
Comparing the four types of RA schemes above, we find that:

(1) Although the scheme of Type 1 has the highest scheduling flexibility, it has the largest resource block assignment field size.

(2) Although the scheme of Type 2 has smaller resource block assignment field size using tree-based approach, it can only support 2 clusters.
(3) The schemes of Type3 and modified Type 3 can support multi-cluster non-contiguous RA with the number of clusters larger than 2. When the number of clusters equals to 
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, the resource block assignment field sizes of these two types of RA can be written as 
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, respectively.
Proposed Multi-Clustered RA schemes
According to the analysis in Section 2, the maximum number of clusters should be set to more than 2 in order to efficiently obtain improvement in the throughput using clustered DFT-s-OFDMA. Therefore, it is necessary to develop schemes which can support the non-contiguous RA with the number of clusters larger than 2. As also can be observed from the system level and link level simulation results that the maximum number of clusters should not be larger than 4 in order to obtain a good tradeoff between system throughput and CM value. In the following section we propose two new non-contiguous RA schemes which can support the scenario with 3 and 4 clusters respectively. As shown in Figure 5, the proposed schemes divide the total RBGs span into different cluster spans according to the number of clusters. The determination of the size of each cluster span should consider of the tradeoff between the flexibility of resource allocation and the overhead of system signaling. The larger the cluster span, the higher the flexibility and the signaling overhead. 
For the scenario of 3-cluster limitation with 10MHz where RBG granularity equals to 3, each cluster spans 18 PRBs. In this case, the resource block assignment field size can be calculated as
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where 
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For the scenario of 4-cluster limitation, each cluster spans 15 PRBs. In this case, the resource block assignment field size can be calculated as
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where 
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It is worth noting that equation (7) and (8) can be used for the generic resource block assignment field size calculation formula for 3-cluster and 4-cluster systems, respectively, only if the size of each cluster span is identical. In Figure 5, we give the specific examples of (7) and (8) for 10MHz bandwidth, respectively. Of course, the size of each cluster span can be changed according to the bandwidth and the tradeoff between RA flexibility and signaling overhead. For example, when the cluster span of (8) for 10MHz bandwidth is set to 5, the resource block assignment field size will be 
[image: image23.wmf](

)

(

)

2

4log5514416

éù

´´+=´=

êú

. While, if the cluster span is set to 6, the resource block assignment field size will be 
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. We can find that the signaling overhead increases 4 bits. Similarly, the cluster span in (7) can also be set to 5 and the resource block assignment field size will be 
[image: image25.wmf](

)

(

)

2

3log5513412

éù

´´+=´=

êú

. Although the signaling overhead reduces 3 bits, the flexibility of resource allocation will be much lower. Summarily, considering the tradeoff between signaling overhead and RA flexibility, we set the size of each cluster span for 10MHz bandwidth to 6 and 5 RBs corresponding to 3-cluster and 4-cluster systems as shown in Figure 5 (a) and (b), respectively. 
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(a)  Proposed RA scheme with 3-cluster limitation
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(b)  Proposed RA scheme with 4-cluster limitation

Figure 5.  Proposed RA schemes with 3-cluster and 4-cluster limitation for 10MHz bandwidth (50 PRBs)

Herein, the resource block assignment field sizes of different types of schemes are calculated and compared in Table 4 for scenario of 10MHz bandwidth with 50 PRBs where 40 PRBs for PUSCH transmission. As can be seen from Table3 that, compared with Type 1 RA scheme, the resource block assignment field size of our proposed schemes for 3 clusters and 4 clusters reduce 2 bits and 1 bit, respectively. In contrast to the scheme of Type 2, the proposed schemes can support scenarios with more than 2 clusters which is necessary according to the system level and link level simulation results. Moreover, compared with Type 3 and modified Type 3 schemes, the proposed scheme does not need a virtual RBG for each cluster to indicate whether it contains only one RBG or not.
Table 3.   Resource block assignment field size comparison of different types of RA schemes
	RA Type
	RB assignment field size (bits)

	
	CN = 3
	CN = 4

	Type 1
	17
	17

	Type 3
	14
	16

	Modified Type 3
	13
	13

	Proposed Scheme
	15
	16


4. Conclusions

In this contribution, we investigated non-contiguous resource allocation methods for clustered DFT-s-OFDMA systems. 
According to the performance in terms of average sector throughput and cell-edge UE throughput with system level simulation and the performance in terms of CM value and Tx power back-off with link level simulation, the maximum number of clusters should be set to 3 or 4 in order to obtain a good tradeoff between throughput performance and CM. Further, it is clear that supporting 3 or 4 clusters would enable more flexible resource allocation, e.g. to use up fragmented spectrum, than only supporting two clusters.
Based on this conclusion, we have presented two non-contiguous RA schemes which support 3 clusters and 4 clusters, respectively. Compared with the Type 1 RA scheme, the resource block assignment field size of the proposed schemes for 3 clusters and 4 clusters reduce 2 bits and 1 bit, respectively.
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Appendix

Table A1: System Level Simulation Parameters for Case 1 and Case 3

	Parameter
	Assumption/Value

	Cell Layout
	Hexagonal, 19 cells, 3 sectors/cell

	Inter-Site Distance
	Case 1: 500m; Case 3: 1732m

	System Bandwidth
	10 MHz (50RBs)

	Antenna configuration
	1x2; 1x4

	Number of UEs/sector
	10

	Channel Model
	SCM

	Scheduler
	PF-based time & frequency channel-dependent scheduler

	Traffic Model
	Full buffer

	Transmit Power Control (TPC)
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	Maximum total UE Tx Power
	24 dBm

	UE Velocity
	3 Km/h

	Channel Estimation (CE)
	Ideal

	Frequency Domain Equalization
	MMSE


Table A2: Link Level Simulation Parameters for CM Value Calculation
	Parameters
	Values

	System bandwidth
	10MHz

	Number of allocated RUs
	10

	DFT size
	120 (i.e., 10 RUs)

	IFFT size
	1024

	Modulation
	QPSK, 16QAM,64QAM

	Subcarrier mapping
	Localized

	Number of effective sub-carriers
	600
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