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1 Introduction

MU-MIMO with non-codebook based precoding and DM-RS is a key feature of LTE-Advanced to improve system capacity as observed during the self-evaluations for ITU submissions. It enables the use of more advanced transmit filtering at the eNB and more advanced feedback mechanisms at the UE side. It significantly departs from the Rel. 8 codebook based precoding approach using CRS. While the exact eNB transmit filter design may be an implementation issue, an appropriate feedback mechanism has to be specified in order to fully benefit from the use of non-codebook based precoding.

An important design principle of the feedback mechanisms is to develop a universal structure in support of various downlink transmission modes including single-cell SU-MIMO, single-cell MU-MIMO, CoMP coordinated beamforming (CBF), and joint processing (JP). As a starting point of feedback discussions, the feedback mechanisms for SU-MU MIMO need to be treated.


In this contribution, we provide our view on the codebook-based feedback mechanisms for SU/MU MIMO using non-codebook based precoding and DM-RS and identify some possible enhanced feedback methods.
2 Codebook-based Feedback


Analog feedback, uplink sounding and quantization (e.g. scalar or vector quantization) based feedback methods are popular techniques in the literature to provide accurate channel estimates to the eNB. Among those three techniques, quantization based methods are by far the most popular in practical systems and have already been used in Rel.8 for closed-loop SU and MU-MIMO. Quantization based feedback methods can be classified into two categories: scalar and vector quantization methods. Scalar quantization refers to the direct quantization of each entry (its real and imaginary part) of a matrix while vector quantization refers to the joint quantization at the vector or matrix level. A typical and well known example of vector quantization is a codebook. Vector quantization benefits from lower overhead and lower distortion compared to scalar quantization since it fully exploits correlation between entries of the vector or matrix to quantize. Furthermore, scalar quantization can be explained as an example of vector quantization.

We recommend the use of codebook-based vector quantization methods for CSI feedback in LTE-Advanced. In sequel we elaborate more about the codebook design principles for implicit and explicit feedback and introduce potential codebook-based feedback enhancements.
3 Codebook Design

According to the way-forward as discussed during 3GPP RAN1 #57 as well as in the email reflector [1], it was agreed upon that the CoMP feedback can be categorized as:

· Explicit Feedback

· Channel as observed by the receiver, without assuming any transmitter or receiver processing
· Implicit Feedback

· Feedback mechanisms that use hypotheses of certain transmission and/or reception processing, e.g., CQI/PMI/RI
· SRS-based feedback
· DL channel observed by estimating UL SRS relying on the channel reciprocity.

For both implicit and explicit feedback, vector quantization can be performed to design the codebook used for feedback. As discussed in [2], the channel feedback may have two components: spatial channel feedback and channel quality feedback. In this section, we will discuss some design details of these two components for both implicit feedback and explicit feedback.
3.1. Implicit Feedback
Spatial Channel Feedback - PMI feedback


Codebook design for implicit feedback benefits from the fact that the transmit processing (e.g. rank 1 precoding) and the receiver processing (e.g. MRC, MMSE, …) are known at the time of codebook design. Given the objective function (e.g. maximizing channel capacity or minimizing error probability) and the channel distribution, accurate distortion metrics and efficient codebook design criteria can be derived. 

As an example, for transmit rank-1 beamforming and MRC receiver over i.i.d. Rayleigh distributed channels, the distance criterion can be obtained as follows.

Let us denote the channel matrix as H and assume that H is i.i.d. Rayleigh distributed. The codebook for rank r is made of precoding matrices 
[image: image58.wmf]. Each precoding matrix is of nt x r, where nt denotes the number of transmit antenna ports. Note that the codewords in the codebook refers to the actual precoding matrices. For rank-1 transmission (beamforming), assuming a receive filter, e.g. maximal ratio combining (MRC), the precoder tries to maximize the SNR by matching with the dominant eigenvector of the channel. The best precoder is selected as
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where 
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 (k=1,…,N) are codewords of the rank-1 codebook and N is the codebook size. The average distortion function [3] is a measure of the average array gain loss induced by quantization. It is expressed as
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where 
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are the eigenvalues and corresponding eigenvectors of 
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. Minimizing some upper-bound on (6) has been shown [2] to be equivalent to maximizing the minimum distance
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This is usually referred as a Grassmanian line packing (GLP) problem. In spatially correlated channels, GLP is far from being optimal and other codebooks (e.g. DFT) are well known to provide much higher performance. Rel. 8 codebook results from a mixture of several codebook structures (DFT and GLP-like vectors). 


Generally speaking, when multiple streams per UE (Spatial Multiplexing) are transmitted, when MMSE or ML decoding is performed or when the channel is not i.i.d. Rayleigh distributed but spatially correlated or dual-polarized, a distortion function equivalent to (2) can every time be introduced and a distance criterion can be derived [4]. 

In MU-MIMO, assuming 1 stream transmission per UE, the codebook design is generally assumed to be the same as for SU-MIMO rank 1 transmission. The UE quantizes the effective channel after receive antenna combining. Popular designs of the antenna combiner consists in either maximize the beamforming gain or minimize the quantization error.
Channel Quality Feedback - CQI feedback


A major benefit of implicit feedback is the accurate CQI estimation (at least in SU MIMO) and accurate link adaptation. In SU-MIMO, the CQI is accurately estimated since it takes into account the transmit and receive processing as well as the interference among streams resulting from the quantization error. Assuming MMSE receiver, for a rank-r transmission (assuming no outer cell interference for simplicity), we can write
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where 
[image: image11.wmf]mm
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 denotes the (m,m)th element of 
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 is the white noise variance on each antenna. The UE feeds back the index of the precoder and the rank that maximizes Cr, i.e.
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The CQI of each stream can be easily extracted from eq. (4)
In MU-MIMO, various CQI calculation methods can be considered depending on the antenna combiner and the assumption on the intra-cell interference. Rel.8 MU-MIMO CQI consists in assuming no intra cell interference and a MRC combiner. Improvements of Rel.8 CQI calculation can be obtained by considering other kinds of antenna combiners. It would help to reduce the CQI mismatch and improve the link adaptation.
3.2. Explicit Feedback

Spatial Channel Feedback - Channel direction feedback


Contrary to implicit feedback, vector quantization for explicit feedback has to be applied without any prior knowledge of the transmit and receiver processing, which complicates the codebook design. In order to perform vector quantization, some distortion metric have however to be assumed. 


Explicit feedback structures currently under investigation consist in performing either a joint or a separate quantization of the eigenvectors and the eigenvalues of the covariance matrix 
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or the joint or separate quantization of the right-singular vector and singular value of the averaged channel matrix H


Joint quantization of eigenvectors and eigenvalues

To do so, we can use a distortion metric similar as (2) and apply vector quantization on the normalized vectorized version of the covariance matrix, i.e. on 
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Assuming the codewords are denoted as Mk and its vectorized form vec(Mk ) represents a quantized version of h, the best codeword to feedback can be selected as
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Separate quantization of eigenvectors and eigenvalues


Another way of quantizing 
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 may consist in performing independent quantization of the eigenvalues and the eigenvectors of 
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. As suggested in [2], the eigenvectors of the transmit covariance matrix 
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indicates the spatial directions of the channel. The eigenvectors together with the eigenvalues provide an efficient compression of the covariance matrix.  The quantization of the eigenvectors can be employed through quantization of each eigenvector individually or jointly. For example, assuming a 4 by 2 system, there will be altogether two eigenvectors (v1 and v2), we can quantize each eigenvector using a  GLP, DFT codebook or Rel. 8 codebook:
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where || · ||D is some distance measure. In case where the eigenvectors are quantized individually, dimensionality reduction methods can be applied. For example, assume that the dimension of the codebook for quantizing v1 is 4 by 1, then dimension of the codebook for quantizing v2 can be 3 by 1. Alternatively, the eigenvectors can quantized jointly using a codebook consists of 4 by 2 codewords. That is  
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Channel Quality Information - Channel norm, interference and noise feedback

Information on the channel norm, interference and noise that a UE experiences should be available at the eNB so that the eNB can derive the supportable MCS level for the UE and perform channel sensitive scheduling. Depending on how the quantization is performed, the channel norm information may be different.

Joint quantization of eigenvectors and eigenvalues


We can imagine that 
[image: image23.wmf](
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is representative of some form of channel energy. A quantity similar to a CQI may be obtained by normalizing the channel energy by the outer-cell interference power and the noise power such that the UE can feedback an equivalent “CQI” that looks like
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with N thermal noise power and I some interference power. Such CQI needs to be processed at the eNB depending on the actual transmission scheme.

Another approach would be to feedback the noise power, the interference, the channel norm 
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 and the quantized channel direction 
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 independently and leave the eNB compute the CQI based on the actual transmission.


Separate quantization of eigenvectors and eigenvalues


In such a case, the eigenvalues carry the information about the energy in each mode of the channel. Furthermore, the eigenvalues can be normalized towards the interference plus noise. This normalized eigenvalues can be served as a good purpose for the channel quality information. In general, there are multiple normalized eigenvalues available to be fed back. The dominant normalized eigenvalue can be defined to be the largest normalized eigenvalue. In case of feeding back multiple normalized eigenvalues, the quantization of the dominant normalized eigenvalue together with the relative ratios between the other normalized eigenvalues and the dominant normalized eigenvalue can be fed back. For example, assuming a 4 by 2 system, there will be altogether two eigenvalues (λ1 and λ2), with λ1 ≥ λ2, then we could potentially feedback
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.Furthermore, different size of the codebook can be used to quantize the eigenvector corresponds to different normalized eigenvalue. In this way, a good tradeoff between overhead and performance can be achieved. 
4 Codebook-based Feedback Enhancement


It is well known that the benefits of MU-MIMO highly rely on an accurate channel knowledge at the transmitter. Contrary to SU-MIMO, limited feedback in MU-MIMO considerably limits the spatial multiplexing gain by inducing a ceiling effect due to the quantization error. In other words, as SNR increases, MU-MIMO becomes interference limited due to the intra cell interference induced by the quantization error. 


MU-MIMO is very sensitive to the quantization error and to the codebook design. Moreover an appropriate codebook design significantly depends on the channel statistics. This calls for the use of flexible quantization schemes (that would change depending on the user channel statistics) when MU-MIMO with limited feedback is performed. Up to now, Rel. 8 assumes that a single and fixed codebook is stored at the UE and the eNB.

Possible enhancements of Rel.8 codebook-based feedback design can be done by considering adaptive feedback and differential feedback. The adaptive feedback refers to the feedback of some long-term transmit correlation matrix that enables to update the codebook as a function of the long-term statistics. Such approach has been proposed in [5].  The differential feedback refers to the use of a differential codebook that exploits the time correlation of the channel and enables refinement of the channel estimates at the eNB. Approaches that go along similar directions can be found in [6-10].

Adaptive and differential feedback can both be performed with implicit and explicit feedback. While both modes can be applied to SU and MU-MIMO, gains are mainly expected in MU-MIMO. 
4.1. Adaptive feedback


In the adaptive mode, it is assumed that the UE measures its long term channels statistics (e.g. transmit correlation matrix R, channel XPD, …) by averaging over the whole frequency band (e.g. over all subcarriers in an OFDM band) and in time (e.g. over 200 ms), quantizes it and feeds back to the eNB. Using the same procedure, both the UE and eNB build up a new codebook (denoted as transformed codebook) as a function of the long term statistics. Every short term reporting period (e.g. 5 ms), the UE feeds back to the eNB its preferred PMI within the transformed codebook. 

In implicit feedback, an example of a rank-1 transformed codebook is the following. The original rank-1 implicit feedback codebook made of codewords {
[image: image28.wmf](1)

1

W

,…, 
[image: image29.wmf](1)

N

W

} can be transformed in such a way that the rank-1 transformed codebook is given by
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where {
[image: image31.wmf](1)
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} is the original rank-1 implicit feedback codebook as used in (1). The transformation scales and rotates the original codewords in order to align them to the dominant eigenvector of the channel and to quantize only a spherical cap rather than the whole hypersphere (as a GLP codebook would do). Similar approaches have been proposed in [4].

In explicit feedback, a straightforward approach to build a transformed codebook based on codebook {
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 } is given by
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Such methods are well adapted to single polarized Rayleigh fading channels. The exact transformation generally depends on the channel statistics and on the type of information to feedback. 
4.2. Differential feedback


Rather than exploiting the spatial correlation, the proposed differential codebooks exploit the time correlation of the channel to enable successive refinement of the quantization. It relies on the fact that CL MIMO/CoMP typically works at low speed, where time correlation between two feedback instants is large. This enables refinements of the channel estimates at the transmitter as time goes by.


The differential feedback procedure can be described as follows
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, choose the appropriate codeword in a codebook (it may be a SU MIMO codebook, a MU-MIMO codebook, Rel. 8 codebook, a codebook used for implicit or explicit feedback, …). Denote this codeword as. 
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· For time instant 
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 the ith codeword in the differential codebook and 
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some function that takes matrix A and B as inputs. An example of function  
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. The UE selects the best codeword 
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 in the differential codebook in order to minimize the quantization error between the channel at time 
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or maximize the throughput of the transmission.  The UE feeds back the index of the preferred codeword
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 in the differential codebook. At the eNB, information 
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· At time Tmax+1, the process is reset and 
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 is fixed to 0 again.

Hence the eNB and the UE have knowledge of two codebooks: the codebook used at time 
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5 Conclusions

This contribution discusses the feedback mechanisms for SU and MU-MIMO based on vector quantization. 

Explicit and implicit feedback can both rely on vector quantization techniques. Spatial channel information and channel quality information are discussed as a function of the quantization method. Implicit feedback methods rely on an extension of Rel. 8 feedback mechanisms while explicit feedback requires to feedback new quantities. Joint or separate quantization of the eigenvectors and the eigenvalues of the covariance matrix are discussed. 


Enhanced feedback mechanisms (to be used for both implicit and explicit feedback) exploiting time correlation (e.g. differential feedback) and spatial correlation (e.g. adaptive feedback) are also discussed.
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