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1. Introduction

Heterogeneous deployment support is an important feature of LTE-A, as more explicitly stated in the revised LTE-A study item description [1]. Such network is typically characterized as a macro cellular deployment with an overlay of many lower-power nodes such as pico, hotzone, femto, and relays. TR36.814 [2] currently defines three types of heterogeneous nodes for system simulation: RRH/Hotzone, Femto, and Relay. Three macro-cell environments are also defined: Case 1, Case 3, and IMT.EVAL Rural/High Speed. So the three types of heterogeneous nodes can be overlaid in either Case 1, or Case 3, or rural/high speed scenarios.  
One of the key issues for heterogeneous deployment is interference management: How bad the interference situation is and how to mitigate the interference. This contribution will focus on deriving observations on the DL interference scenario assuming open-access pico-cells/hotspots overlaid onto a macro-cell environment (i.e., interference to UEs attached to either macro or hotspot will come from both macro and hotspot). In particular, we are interested in understanding the gain or effectiveness of beamforming and frequency-selective scheduling techniques in such deployment environment.  These techniques are designed to take advantage of the short-term fading in the spatial and frequency domains to mitigate interference that is also selective in both domains.     

2. Evaluation Methodology Discussion 
Given the potential importance of space-frequency techniques in interference mitigation, a system simulation/channel model that can ensure the consistency of both large- and short-scale parameters is very important. That means the correlations among large-scale parameters should be realistic when they are generated randomly, and similarly also for the correlation of large-scale parameters associated with one UE location to those from the same base stations to another nearby location, or for the correlation of large-scale parameters from the same UE location to different eNBs. 

In TR36.814, only the large-scale fading models are defined for various links to and from heterogeneous nodes. For example, RRH/Hotzone and relay to UE link path loss is based on IMT.EVAL UMi NLOS model; femto  to UE path loss is based on ITU-R M1225 single floor indoor office model. However, the small-scale channel model for fast fading is not defined in TR36.814. There may be possible approaches to add a small-scale channel modeling:

1. Add a TDL model with fixed-delay taps, PDP, and per-tap (cluster) AOA, AOD, ASD, ASA. This will remove any correlation between large-scale and small-scale parameter generation as defined in current SCM or IMT.EVAL models. For example, since RRH/Hotzone pathloss model is based on UMi NLOS, we can use the corresponding CDL. However, since the femto-UE path loss model is based on ITU-R M1225 single floor indoor office model, it is unclear what will be the corresponding CDL model in IMT.EVAL even though indoor CDL might be a reasonable choice.

2. Adopt the IMT.EVAL channel models for both large-scale and small-scale. This means that the current path loss model will have to be changed, for example, using UMi for RRH/hotzone to UE link and InH for femto-UE link.

The main disadvantages of approach-1 is inconsistency due to decoupled path-loss modeling (a large-scale parameter) and fast fading modeling, given they are typically correlated in reality. We could end up with, for example, ITU pathloss plus SCM fast fading model instead of a consistent SCM or ITU model. The inconsistency modeling among multiple links will lead to interference observations not reflecting reality. 

In [3], we proposed the adoption of IMT.EVAL models (both long and short term) with slight modification/simplification such as the removal of LOS cases for simplicity, i.e.: 
· Replacing Case 1 with UMa (both with 3D antenna pattern)

· Further replacing O2V with a 20dB penetration loss for UMa
· LOS may be still enabled for UMa, but can be removed if desired (i.e., only NLOS) 
· Replacing Case 3 with RMa (both with 3D antenna pattern)

· Further replacing O2V with a 20dB penetration loss for RMa

· Removing LOS for RMa. Use only NLOS case.

· Replacing Hotzone with UMi (both with 2D omni antenna pattern)
· Further limiting UMi to NLOS case only
· Adding 20dB penetration loss for UMi 

· Replacing Femto with InH (both with 2D omni antenna pattern)

· Further defining a Femto/InH cell radius (e.g., 30m) over which there is a 20dB reverse penetration (wall) loss from UE to femto, i.e., “outdoor” UEs
· When overlaying InH over macro cell (i.e., UMa or RMa), removing 20dB penetration loss from outdoor UEs to macro 
By simply replacing Case 1 with UMa, Case 3 with RMa, Hotzone with UMi, and Femto with InH, we observed that the system characteristics (e.g., SINR CDFs, UE attachment probability, etc.) under the models currently defined in TR36.814 match well with results obtained under the proposed IMT.EVAL based models [3]. The challenge of increased complexity in a heterogeneous network simulator is anticipated due to the significant increase in the number of interfering links to be modeled in a heterogeneous deployment. IMT.EVAL channel models for different links are certainly the more complicated choice due to the random behavior of clusters (their numbers, delays, AOAs and AODs, AS at both ends, powers, phases, etc.). Therefore, some further simplifications based on this general proposal can be very helpful.

3. Simulation Assumption   
We use the IMT.EVAL based frequency selective spatial channel model for the system simulation with heterogeneous deployment. In this contribution, we mainly studied the downlink performance of the deployment scenario where UMi hotzone are overlaid onto the UMa macro cells. A network consisting 57 macro cells is considered, and 10 hotzones and 25 UEs are randomly dropped in each cell. The placement of the hotzones and UEs has a great influence on the performance of the entire network. In this contribution, we focus on the scenario where both the hotzones and UEs are uniformly dropped satisfying the minimal distance constraints specified in TR36.814. We also assume all the UEs have speed 3kmph. Each base station is equipped with 2 transmitter antennas, and each UE has 2 receiver antennas.

Serving cell selection is based on RSRP. There are several alternative UE attachment methods, but we initiated our study with the simple case. Other serving cell selection methods are left FFS. Also, no inter-cell coordination is assumed at this point. 

In order to illustrate the performance improvement introduced by utilizing spatial and frequency diversity. We consider the spatial correlation feedback scheme as proposed in [4], where the spatial correlation matrix of entire band or a sub-band is fed back with 3ms delay and 4ms reporting interval. No channel estimation error is modeled. 

Scheduling decision is made individually at each base station (macro or hotzone) by a PPF scheduler, and only one user can be scheduled in each sub-band. The transmission MCS mode is determined based on predicted mean mutual information per bit (MMIB) method, and CQI is estimated by the method proposed in [5]. 

Additional details of the simulation assumptions are summarized in Table 1 below.

	Simulation Parameter
	Value

	Deployment scenario
	10 UMi hotzones randomly overlaid onto UMa macro-cells (19-cell, 57-sector wrap-around)

	Number of UEs per macro-cell sector 
	25 uniformly distributed

	Serving cell attachment 
	RSRP-based

	Scheduler 
	Proportional fairness and no coordination

	Bandwidth
	10MHz

	Carrier Frequency
	2GHz

	Macro cell ISD
	500m

	Max Macro Tx Power
	46dBm

	Max Hotzone Tx Power
	30dBm

	Noise PSD
	-174 dBm/Hz

	Macro eNB antenna pattern
	3D antenna pattern

	Hotzone eNB antenna pattern
	Omni-directional

	Macro eNB antenna gain
	17dB

	Hotzone eNB antenna gain
	5dB

	Antenna configuration
	2-Tx 0.5 lambda, 2-Rx 0.5 lambda for all links


Table 1
4. Results and Observations: 
In this section, we study the performance gain by exploring the beamforming and frequency selective scheduling. We investigate the system throughput distribution as the main performance metrics, along with post-receiver SINR distribution. Combining those two kinds of metrics, we are able to derive a good observation on the interference scenario and the effectiveness of beamforming and frequency selective scheduling as interference mitigation schemes. 
When comparing beamforming versus non-beamforming operation, we use adaptive rank selection (rank 1 and 2) with beamforming based on the eigen-vectors assuming covariance feedback. In the non-beamforming case, rank-1 transmission assumes STBC method and rank-2 assume open-loop 2x2 MIMO. When studying frequency selective scheduling, we assume a granularity of 5 RB for each sub-band. 
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Figure 2
Figure 1 shows the CDF of the user throughput, and Figure 2 shows the CDF of the SINR after the receiver process. In order to illustrate the performance gain in the heterogeneous deployment due to beam-forming and frequency selective scheduling, the results of eight different scheduling methods are illustrated. The wideband scheduling, non-beamforming case serves as the base line. The results for both the macro only and heterogeneous deployments are included. 

The mean user throughput and 10% cell edge throughput for each case are also included in Table 2. 

	Case
	Mean per-UE throughput (kbps)
	10% cell edge throughput (kbps)

	Wide band, macro only, w/o beamforming
	590
	120

	Wide band, macro only, with beamforming
	567
	144

	Wide band, heterogeneous, w/o beamforming
	2665
	24

	Wide band, heterogeneous, with beamforming
	3609
	144

	Sub band, macro only, w/o beamforming
	773
	209

	Sub band, macro only, with beamforming
	790
	264

	Sub band, heterogeneous, w/o beamforming
	2811
	29

	Sub band, heterogeneous, with beamforming
	4467
	427


Table 2
Note that the significant increase of system throughput, compared to macro-only case, is due to the fact that the throughput obtained for UEs served by hotzone will add to the throughput of macro UEs. As expected, the total throughput goes up when more UEs are attached to the hotzone eNBs. 
Comparing red and black solid throughput curves, we saw significant gain in throughput from macro-only to heterogeneous deployment, assuming both employing beamforming and frequency-selective scheduling (more specifically, 5.7x mean user throughput gain and 1.6x cell-edge throughput gain). In heterogeneous deployment, the combination of beamforming (even though just for 2-Tx) and frequency-selective scheduling gives 1.7x gain on mean user throughput and a 17.8x gain on cell-edge throughput due to the interference mitigation. 
More detailed observations will be given as follows.

4.1. Heterogeneous Deployment Gain vs. Macro-only deployment 

In both figures, the blue and red curves show the results under macro cell only deployment, and the green and black curves are those with hotzones overlay. From the post-receiving SINR perspective, adding hotzones does not improve the user SINR, but actually degrades it. This is especially evident in the case without beamforming (blue vs. green dashed). This observation is mainly due to the existence of hotzones that causes more interference. However, if we exam the distributions of user throughput, adding hotzones boosts the throughput a lot, i.e., we saw the cross-over of green dashed curve and blue dashed curve that indicates 50% of chance to achieve higher overall throughput with overlay. This can be explained by the high SINRs enjoyed by UEs attached to hotzones. In this case, the throughput boost is mainly due to the “multiplexing” gain introduced by simultaneous transmissions of macro and hotzone base stations.
4.2. Beamforming
The green and blue curves show the results without beamforming, and the red and black curves show the corresponding results with beamforming. For both heterogeneous and macro only deployment, beamforming, even though with just 2-Tx, improves the SINR for rank-1 or low SINR regions (see blue vs. red dashed, or green vs. black dashed), and also improves throughput. Also, beamforming gain (from both SINR and throughput perspective) in the heterogeneous scenario is clearly much more evident than in the macro-only scenario. Since UEs experience stronger interference in the heterogeneous scenario, interference mitigation achieved by beamforming is hence more noticeable. 
4.3. Frequency-selective scheduling 
All the dash curves are the results using the wide band scheduling, and the corresponding solid curves are the results with sub-band scheduling. Similar to the effect of beamforming, more throughput gains can be observed in low SINR region with frequency selective scheduling on both macro-only and heterogeneous deployments. This means frequency-selective scheduling is an effective means for interference mitigation. Furthermore, when comparing beamforming and sub-band scheduling, beamforming gives more gain in heterogeneous scenario, but sub-band scheduling seems to be roughly equally effective in both scenarios from the throughput perspective. From the SINR perspective, frequency-selective scheduler seems slightly more effective in macro only scenario.  This could be due to the fact that there are more interference sources in heterogeneous deployment, which results in less selectivity in frequency because of laws of large numbers.
5. Conclusion

In this contribution, we study the interference mitigation through beamforming and frequency selective scheduling. Unlike the macro only case, the overlaid heterogeneous deployment introduces more interference. Thus, those interference mitigation techniques utilizing selectivity in spatial and frequency domains of the short term fading channel can improve the system performance. The simulation results show the performance benefits of the beamforming and frequency selective scheduling even for the 2x2 antenna configuration.  In particular, we saw significant gain in user throughput from macro-only to heterogeneous deployment, assuming both employing beamforming and frequency-selective scheduling (i.e., 5.7x mean user throughput gain and 1.6x cell-edge throughput gain). In heterogeneous deployment, the combination of beamforming (even though just for 2-Tx nodes) and frequency-selective scheduling gives 1.7x gain on mean throughput and a huge 17.8x gain on cell-edge throughput due to the interference mitigation. 
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