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1 Introduction

There have been many proposals discussing the CoMP issues in 3GPP LTE-A. In this contribution, we discuss  on the information exchange aspects of CoMP focussing on the downlink . 

In section 2, we introduce what kind of information can be exchanged in backhaul. In section 3, we analyze the requirement of information exchange for joint processing and coordinated beamforming, respectively. In section 4, we study the backhaul capability for cooperations between different types of transmission points (eNB, relay, RRH). Finally in section 5, we show that it is possible to greatly reduce the amount of exchanged information while still keeping a high CoMP performance, which may be helpful in terms of designing CoMP.
2 Types of Exchanged Information 

The information exchange in backhaul requires two considerations: 1) the overhead caused in backhaul (backhaul capacity) and 2) the delay in backhaul.

1) Backhaul overhead. The cooperation between multiple transmission points requires information sharing between those transmission points, which in turn increases overhead in backhaul. 

Typically the more information shared, the better transmission points can cooperate. On the other hand, the backhaul capacity is always finite, which means that the amount of shared information can not exceed a certain level. Therefore, 1) what kind of information should be shared, 2) how frequent the information should be updated, and 3) if and how the information can be compressed, etc, should be considered in CoMP design.

The information sharing includes one or multiple of the following sharing types:

1.1) data sharing. If UE receives the signal from multiple transmission points, the data intended for the UE should be shared or split between the transmission points, depending on if points are transmitting identical or independent data streams. Moreover, if the data from the interfering transmission point (intended for other UE) is known at another transmission point, it is possible to better cancel interference via exploiting this information. 

1.2) feedback information sharing.  The feedback information may be expressed in different forms: quantized channel state information, additional PMI, tracking AoA, ACK/NACK, etc. No matter what form the information is in, they can be shared among different transmission points to facilitate cooperative transmission and/or retransmission although the standardization effort are different depending what is shared.

If the UE is not aware of the active CoMP set, it may intend to send feedback information to the anchor cell only. In this case, the anchor cell may need to share the ACK/NACK information among the transmission points, which would cause some delay in HARQ process. On the other hand, if the UE is aware of the active CoMP set, it can send feedback information to all the cells, and hence reduce delay. It may take some signalling overhead to notify UE the active CoMP set.

1.3) scheduling information sharing. Data sharing and channel information sharing is aimed to exchange information about the UE, while the scheduling information sharing is to exchange information in a network. The amount of exchanged scheduling information can be vastly different. For example, if two eNBs exchange all assigned bands and corresponding UE IDs in real time, the amount of exchanged information can be high. However, it is also possible that scheduling information exchange rate is several bits per ms [1] or just one bit overload indicator as in Rel-8.
2) backhaul latency. Backhaul latency plays an important role in CoMP scenarios. Large latency may cause 1) CSI aging and/or 2) scheduling information aging, which would lead to certain CoMP performance degradation. 

For latency purpose, transmission points may tend to share long term channel and scheduling information (e.g., channel statistics and SNR value, beam cycling period, etc) instead of instantaneous information (CSI, band assignment). 

In addition to information aging, sharing of UE data may also cause 3) certain delay in the process of delivering the data to UE. This effect may be minor compared with the former two effects of latency, because the overall delay is determined by many factors, and some of the factors can be much larger than the delay caused by CoMP.

Backhaul latency also puts a constraint on the 4) update frequency of active CoMP set. We would not expect to add/delete cells too fast, if the latency is significant.
3 Information exchange for joint processing and coordinated scheduling/beam forming

Currently CoMP can be divided into two categories [2] [3]:

1) joint processing, which means that one UE receives from multiple transmission points simultaneously. Joint processing includes at least two kinds: signal strengthening or CoMP spatial multiplexing. 

1.1) Signal strengthening means that each point transmits identical data stream, and then the signal from different transmission points can be coherently combined at the UE. In this case, the correction of phase rotation at the network side plays an important role. Moreover, this method requires full data sharing between transmission points.

1.2) CoMP spatial multiplexing is to increase the number of data stream delivered to UE. For example, consider that UE has a fully correlated channel with transmission point 1, and another fully correlated channel with transmission point 2. If UE communicates with either point 1 or 2, maximum one data stream can be transmitted. However, if CoMP is applied, two streams can be transmitted. Hence, CoMP does not only mitigate ICI, but may also increase multiplexing gain. The CoMP spatial multiplexing requires UE data splitting between transmission points. 
Overall, joint processing requires data sharing/splitting between transmission points. It may or may not need to exchange CSI through the backhaul. The sharing of scheduling information may vary depending on specific system configuration. For example, according to the agreement on PDCCH, some of the scheduling information, e.g., MCS, need to be shared among all the transmission points, in order to transmit them in one PDCCH.

2) coordinated scheduling/beamforming, which means that one UE receives from one signal transmission point at one time. 
One example of coordinated scheduling is fast cell selection. If the backhaul has enough capacity and low latency, the scheduling information sharing between transmission points may enable fast cell selection. In this mode, the UE may switch to the best transmission point within a radio frame.

There are currently many types of coordinated beamforming. In general coordinated beamforming requires channel information sharing. This sharing would enable to avoid steering the main lobe to the UE in neighbouring cell, and henceforth mitigates ICI. 

Coordinated scheduling/beamforming may not require data sharing, but would need channel information sharing and/or scheduling information sharing.

4 Backhaul Capabilities for Different Types of Transmission Points

Besides the joint processing/coordinated scheduling/coordinated beamforming categorization, it is also possible to categorize CoMP based on the types of involved transmission points. Generally there are three types of transmission point that may interfere with each other: 1) eNodeB, 2) Remote Radio Head, 3) Relay node.   Another possible type of transmission point is Home eNodeB. Because the interface between HeNB and other transmission points has not been clearly defined, we propose the cooperation involving HeNB to be FFS.

The three types of transmission points, if their coverage overlaps, may possibly use the same frequency-time resources, and consequently interfere with each other. It should be noted that the interference not only exists between the same type of transmisison points, but may also exist between different types of transmission points. For analysis purpose, we make the following table and study the information sharing type for each cooperation type.

	
	eNB
	RRH
	Relay

	eNB
	CoOp Type 1B 
	CoOp Type 2A, 2B
	CoOp Type 3A, 3B

	RRH
	---
	CoOp Type 4A, 4B
	CoOp Type 5A, 5B

	Relay
	---
	---
	CoOp Type 6A, 6B


Table I: Possible Cooperation Types

It should be noted that the above six types of cooperation can be combined with another CoMP categorization method: intra-cell (A) and inter-cell (B). For example, the relay-relay cooperation would be different if the two relays are associated with the same eNB or with different eNBs. In this case, we call the first case (type 6 intra-cell) type 6A, and the second case (type 6 inter-cell) type 6B.
Type 1: eNB – eNB

The backhaul of eNB – eNB cooperation has moderate capacity (much less than fiber, but more than wireless channel capacity), and relatively long latency (in the order of tens of milliseconds) compared with fiber cable [4]. This cooperation can only occur for inter-cell situations, .i.e., only type 1B exists.

In this scenario, joint processing can be hard to implement due to its requirements to data sharing. Coordinated beamforming/scheduling may be implemented: long term channel information (e.g., tracking AoA) can be shared to design CoMP methods.
Type 2: eNB – RRH

For the eNB-RRH cooperation from the same (master
) eNB, the backhaul is the shortest delay and has the highest capabililty. This is similar to type 4A discussion in RRH-RRH. On the other hand,  the eNB – RRH cooperation among different eNB is similar to eNB – eNB cooperation, in terms of backhaul information exchange.
Type 3: eNB – Relay

If the cooperation is between relay and its master eNB, i.e., type 3A, the backhaul capacity would be smaller than type 1B and 2B, due to the wireless nature of relay backhaul.

If the cooperation is between relay and another eNB which is not the master of the relay, this would be type 6B. The delay of this type would be the sum of type 1B and type 3A.
Type 4: RRH – RRH

If both RRH are associated with the same baseband signal processing (BSP) unit (type 4A), full scheduling information sharing would be possible incurring only the BSP-internal signal processing delay. High performance gain can be expected due to full orthogalization between transmission points, fast AMC, and fast cell selection.

If RRH are associated with different BSP (type 4B), this situation would be similar to type 1 (eNB –eNB) cooperation, in terms of backhaul information exchange.

Type 5: RRH – Relay


This is similar to type 3 (eNB-Relay) case, including 5A and 5B as well.

Type 6: Relay – Relay

If the two relays are associated with the same eNB (type 6A), the cooperation needs to consider the capacity of both wireless backhaul of the relays.

If the two relays are associated with different eNB (type 6B), the cooperation would need also consider the interface between eNBs, in addition to the capacity of wireless relay backhauls.

5 Impact of information exchange on CoMP performance

In this section, we show how the amount of exchanged information can impact the performance of DL CoMP systems. The demonstrated system is abstract, however it should still reflect some fundamental features of CoMP. 

The basic structure of the CoMP system is shown in Fig. 1. The transmission points and UEs are equipped with only a single antenna each. There is a backhaul link between transmission points. The capacity of backhaul is taken into consideration in the analysis. 

We assume the backhaul channel is AWGN, and the deterministic channel gain is G. Correspondingly the channel model is y=Gx+n. Assuming the power of x and n fixed, G decides the backhaul channel capacity, i.e., C = log(1+SNR*G). The backhaul capacity here is in the information theoretic sense, i.e., it refers to the maximum data rate that can be reliably communicated via backhaul. This backhaul capacity has included all possible implementation techniques, such as turbo codes, HARQ, retransmission in higher layer, etc. Of course, larger G corresponds to larger backhaul capacity, and vice versa. 

We further assume that the SNR over all the links from transmission points to UEs are identical. We call this SNR “link SNR”. 

In this work, perfect channel information over all links are assumed to be available at all transmission points, the backhaul limitations apply therefore to data only. If backhaul is used to share data and CSI simultaneously, the performance of CoMP would be degraded, because CSI has to be quantized and shared via backhaul. In the second case, the effect of quantization may be effectively mapped to a degradation of link SNR. We consider the non-quantization case only in this contribution.

With the above definitions, we plot the spectral efficiency (sum rate of the two UEs) with respect to G and link SNR, as shown in Fig. 2. Of course, increasing transmission power (link SNR) would improve spectral efficiency, if the two transmission nodes cooperate on certain level. On the other hand, the capacity of backhaul channel plays an important role as well. We observe that a poor backhaul capacity would decrease the spectral efficiency. This is an expected result.
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Figure 1. The basic structure of the analyzed CoMP systems.
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Figure 2: Spectral efficiency with respect to Link SNR and G.

On the other hand, link SNR and G are somehow different in terms of improving CoMP performance. As we can see from Fig. 2, an infinite link SNR would lead to an infinite spectral efficiency. However, an infinite G would not lead to an infinite spectral efficiency. Even if G approaches infinity, there is still an upper bound of the spectral efficiency (assuming a fixed link SNR). This means that when the amount of exchanged information exceeds a certain level, the improvement caused by increasing information exchange has a diminishing return.

This observation gives us a hint on how to design CoMP. In some cases, it is possible to reduce backhaul information exchange greatly (channel gain from 10000 to 10, black line to blue line in Fig. 2), while only causing a small performance reduction (5.6% spectral efficiency reduction at 10 dB link SNR). Although the result in Fig. 2 does not tell us what and how information should be exchanged, it gives us a clue that it is possible to reduce the information exchange while maintaining a similar CoMP performance. Considering that reducing the requirements on backhaul gain would lead to a lower capex and opex of network deployment, it can be worthwhile to find methods that save information exchange while keeps the high performance of CoMP systems. 
6 Conclusions

In this contribution, we have introduced the general concepts of CoMP, and focus on the information exchange aspects of CoMP. We analyze the information exchange requirements for different CoMP systems, e.g., joint processing and coordinated beamforming, and the cooperation between different types of nodes. It is shown that different CoMP systems have a very different nature of information exchange in backhaul. A further information theoretical work shows that in some cases, it is possible to greatly reduce the amount of exchanged information while keeping a good spectral efficiency. Hence, considering the capex and opex of network deployment, it is worthwhile to seek methods that can save information exchange while still keeping similar CoMP performance.
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� Please note that “master” is different from “anchor”. In this contribution, “master” refers to the eNB that a relay or RRH is associated with, while “anchor” is the (only one) transmission point that UE receives its PDCCH [5]. Their differences include: 1) Master must be an eNB, while anchor can be any type of transmission points, and 2) master is the master of a RRH or relay, while anchor is the anchor of an UE.
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