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1 Introduction

In downlink heavy TDD configurations, the current agreement is block-interleaved mapping is used for CCE to ACK/NACK PUCCH index mapping. In this scheme, every CCE will have its mapped ACK/NACK index exclusively, which means that the overhead for dynamic ACK/NACK resource could be intolerably high for the configuration with DL/UL ratio 9:1 and 4:1. 
The issue is first raised in Shenzhen meeting in March this year, and then after extensive discussion and comparison, most companies concluded on a scheme named “modulo + cyclic shift” [1][2][3][4]. However, there are still some concerns on if ACK/NACK resource compression is needed. So in this document, we provide some analysis and show that ACK/NACK resource compression is actually beneficial in TDD configuration with DL/UL ratio 9:1 and 4:1. Meanwhile, since there was a comment in Jeju meeting that ACK/NACK compression could be done by setting
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, we also provide some comparison between this scheme with “modulo + cyclic shift”.
2 Discussion

2.1 Overhead of PUCCH

In high asymmetry TDD configurations, the CCEs of 9 or 4 DL subframe will be mapped to ACK/NACK resource in single uplink subframe and it results in high overhead of PUCCH resource. The overhead of PUCCH is summarized in Table 1. 

Table 1: overhead of PUCCH resrouce
	DL/UL ratio
	PCFICH
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	CP type
	Overhead of dynamic A/N
	Overhead of persistent A/N, SRI and CQI
	Total overhead

	9:1
	3
	3
	Normal CP
	66%
	?
	?

	
	
	
	Extended CP
	99%
	?
	?

	
	
	2
	Normal CP
	44%
	?
	?

	
	
	
	Extended CP
	66%
	?
	?

	
	2
	3
	Normal CP
	41%
	?
	?

	
	
	
	Extended CP
	62%
	?
	?

	
	
	2
	Normal CP
	28%
	?
	?

	
	
	
	Extended CP
	41%
	?
	?

	4:1
	3
	3
	Normal CP
	29%
	?
	?

	
	
	
	Extended CP
	44%
	?
	?

	
	
	2
	Normal CP
	20%
	?
	?

	
	
	
	Extended CP
	29%
	?
	?

	
	2
	3
	Normal CP
	18%
	?
	?

	
	
	
	Extended CP
	28%
	?
	?

	
	
	2
	Normal CP
	12%
	?
	?

	
	
	
	Extended CP
	18%
	?
	?


From Table 1, over half uplink resource are occupied by dynamic ACK/NACK resource for DL/UL ratio 9:1, and there are also some PUCCH resource for persistent ACK/NACK, SRI and CQI, hence there is nearly no resource could be used for uplink data transmission. Even in DL/UL ratio 4:1, the overhead of dynamic ACK/NACK resource could be around 30%~40%, then after counting the persistent ACK/NACK, SRI and CQI, most resource in an uplink resource will be used by PUCCH. 
The extremely high overhead is happened when PCFICH=3 and
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. After some analysis, we conclude such cases actually existed in real system and are not corner cases. 
In a downlink subframe, the CCE could be used by common control, uplink grant as well as downlink grant, but only downlink grant requires corresponding ACK/NACK resource. For common control, it is agreed in RAN1 that only aggregation level 4 and 8 will be used for the coverage issue. Then let’s see a system with 5MHz bandwidth, which is a typical bandwidth for LTE. There are only 11 CCEs in the first 2 OFDM symbols in a subframe. If common control occupy 8 CCE, only remaining 3 CCE could be used for uplink grant or downlink grant. It is obvious that there are not enough CCE for dynamic scheduling if restricting control channel to the first 2 OFDM symbols. So, it is very likely the first 3 OFDM symbols (PCFICH=3) have to be used for control channel. 

On the other hand, the proper 
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 is determined by the multiple path fading channel of eNodeB. For example, if time spreading of the channel is large in certain area, 
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 may have to be used. Hence to guarantee the coverage of a network, LTE system should be robust enough to work well in such areas. On the other hand, since the specs allow
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, we should find a good solution to handle it.
2.2 ACK/NACK resource wasted by current mapping

In the current agreed scheme for CCE to ACK/NACK mapping, another aspect is it may cause some wasted ACK/NACK resources. 
In current spec on block interleaved mapping, the boundary value 
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 is used on all downlink subframes in the bundling window. However, the resource occupied by PCFICH and PHICH are not counted in this formula, which may cause the boundary valued overestimated. E.g. for 20MHz BW and maximum number of PHICH, 312 REs will be allocated as PHICH, which is corresponded to 9 CCE, so 9 ACK/NACK resource are wasted by adopting current formula for boundary value. 
A second wasting caused by the formula 
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 is due to it aims at 2 antenna case and is used for 4 antenna case just for simplicity. The actual maximum number of CCE in a subframe for 4 antenna case is less than the value determined by the formula. E.g. for a 20MHz BW system with 4 antennas, the maximum number of CCE in a subframe is 11 less than what is calculated by this formula. The percentage of wasted resource is summarized in Table 2. 
Table 2: wasted resource in 4 antenna case
	DL/UL ratio
	Delta_shift
	CP type
	Wasted dynamic A/N

	9:1
	3
	Normal CP
	8%

	
	
	Extended CP
	12%

	
	2
	Normal CP
	6%

	
	
	Extended CP
	8%

	4:1
	3
	Normal CP
	3.7%

	
	
	Extended CP
	5.5%

	
	2
	Normal CP
	2.4%

	
	
	Extended CP
	3.7%


2.3 Conclusion

From section 2.1, the current CCE to ACK/NACK index mapping method may result in so much PUCCH overhead that there is no enough resource left for uplink data transmission. From section 2.2, the current mapping method may result in wasted ACK/NACK resource, which is not reasonable since we should use the rare uplink resource more efficiently. Hence in summary, we conclude ACK/NACK resource compression is needed for high asymmetry TDD configuration, i.e. DL/UL ratio 9:1 and 4:1.
3 Comparison with the scheme 
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In Jeju meeting, one comment was received that ACK/NACK compression might be realized by setting 
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 regardless of the proper value of 
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 (e.g 3) determined by channel condition of a cell. Hence in this section, we compare the two methods, and conclude that “Modulo + cyclic shift” is the optimized way for ACK/NACK compression. In the following part, we compare the 2 methods from 4 aspects. 
3.1 Performance degradation for 
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In the scheme “modulo + cyclic shift”, 
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is properly set based on the channel condition of a cell, so the ACK/NACK detection performance can be always guaranteed. 

However, in 
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method, it is possible that neighbour ACK/NACK resources (same OC, and CS difference 1) are used simultaneously and they are high interference to each other, hence the performance degradation occurred. 
3.2 Higher scheduler restriction for
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One may think that we can apply some scheduler restriction in 
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method to avoid the performance degradation. From the discussion blow, such restrictions are much higher than the restriction incurred by the scheme “Modulo + cyclic shift”.

Assume the proper 
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value is 3 based on the channel condition, then by setting
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, it is comparable to 1/3 resource compression. 

· In 
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method, after one ACK/NACK channel is allocated, 4 neighbouring ACK/NACK channels (same OC, CS difference {-2, -1, 1, 2}) in a slot cannot be allocated to avoid performance degradation. Considering PUCCH OC/CS remapping in different slots, 8 ACK/NACK channels cannot be used, since the 4 neighbouring ACK/NACK channels are different in different slots. By 1-by-1 mapping of CCE and ACK/NACK in 
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method, 8 CCEs cannot be used as the lowest CCE of PDCCH. 
· In “modulo + cyclic shift”, 3 CCE are mapped to the same ACK/NACK channel for compression factor 1/3, then after 1 CCE is used as the first CCE of a PDCCH, the other 2 CCEs cannot be used as the lowest CCE of other PDCCH. One thing to note is the above restriction only applies for PCFICH=3 case. 

In summary, once 1 PDCCH is allocated, 8 CCEs could be used as first CCE of PDCCH in 
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method, while only 2 CCEs cannot be used as lowest CCE of PDCCH in “Modulo + cyclic shift”. Hence the scheme “Modulo + cyclic shift” has less scheduler restriction. 
3.3 Flexible vs fixed compression factor 
In this section, further comparisons on scheduler restriction are provided. Assuming 20MHz system with 2 TX antennas, there are 21 CCEs in the first OFDM symbol, 55 CCEs in the first 2 OFDM symbols, and 88 CCEs in the first 3 OFDM symbols. And assuming the proper 
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value is 3 based on the channel condition and a compression factor 1/3. Then in scheme “Modulo + cyclic shift”, allocates 
[image: image23.wmf]é

ù

30

3

88

=

 ACK/NACKs with
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; while in 
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 method, allocates 88 ACK/NACKs with
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, which is comparable to 1/3 resource compression. 
From Figure 1(a) for “Modulo + cyclic shift”, the compression factor is actually different for different PCFICH value. 

· For PCFICH=3, the compression factor is 1/3;

· For PCFICH=2, the compression factor is bigger than 1/2, which is beneficial in alleviating scheduler restriction;

· For PCFICH=2, no compression, i.e. no restriction in scheduler operation. 

From Figure 1(b) for 
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method, the compression factor is always fixed to 1/3, hence the strict scheduler restriction is always there regardless of PCFICH value.  

· For PCFICH=3, the compression factor is equivalent to 1/3;

· For PCFICH=2, there are 55 CCEs in a subframes, and the 55 CCEs are mapped to 55 continuous ACK/NACKs with 
[image: image28.wmf]1

=

D

PUCCH

shift

, so the equivalent compression factor is still 1/3;

· For PCFICH=1, there are only 21 CCEs in a subframes, and the 21 CCEs are mapped to 21 continuous ACK/NACKs with 
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, so equivalent compression factor is 1/3 too.
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Figure 1: Flexible vs fixed compression factor

In summary, “Modulo + cyclic shift” has less scheduler restriction than 
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method when PCFICH=1 and 2. 
3.4 Impact on SRI and persistent ACK/NACK

In current PUCCH design, the same value of 
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 is used for both dynamic ACK/NACK and persistent ACK/NACK and SRI. Which means in 
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method, though the proper 
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 value based on the channel condition is 2 or 3, 
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is also used for persistent ACK/NACK and SRI. 

Currently, an offset 
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is used in the formula for CCE to ACK/NACK mapping, which is roughly the total number of persistent ACK/NACK and SRI. Then after determining the maximum number of persistent ACK/NACK and SRI in a subframe, the number of bits for 
[image: image37.wmf](1)

PUCCH

N

signalling in BCH is done correspondingly. What happened for the two methods?
· In “modulo + cyclic shift”, since 
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is properly set, the 
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persistent ACK/NACK or SRI could be used freely;
· In 
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method, assuming the proper 
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is 3, then to avoid mutual interference, only 1/3 of the 
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persistent ACK/NACK or SRI could be allocated, i.e. the number of assignable ACK/NACK or SRI are further reduced to 1/3. 
Since the number of signalling bits for 
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is not done yet, we are not sure to what extent the drawback is in 
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method, but it is sure that “modulo + cyclic shift” is better than 
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method.
3.5 Conclusion

From the discussion in section 3.1~3.4, the method “modulo + cyclic shift” is always better than 
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method, in the alleviating the scheduler restriction, in ACK/NACK detection performance, and in the impact on persistent ACK/NACK and SRI. 

4 Conclusion

Based on the above discussions, ACK/NACK resource compression is needed for high asymmetry TDD configurations (DL/UL ratio 9:1 and 4:1), and the scheme “modulo + cyclic shift” is the best choice in the available method. Hence we proposed to agree on “modulo + cyclic shift” for DL/UL ratio 9:1 and 4:1. A companion draft CR is also provided with this document. 
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