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1  Introduction

The purpose of this submission is to promote the notion of confidence intervals as applied to LTE-Advanced system simulations, so simulations reported have statistical variations may be bounded, and so that proposals can be compared in the same way.  Special consideration is given to the issue of cell edge throughput to ground the discussion in a specific example.   We provide an expression which, for independent trials, bounds the ranges of deviation of CDF points with a specified probability; i.e. we derive the confidence intervals for the throughput at a 5% CDF based on independent experiments.  However, the throughput associated with a group of UEs allotted to multiple cells/sectors in a grid represent, in at least certain cases,  a group of dependent random variables.  We mention an approach by which dependent random variables can be handled, and advocate that for LTE-Advanced system simulations, either the equivalent number of independent trials be used for system simulations or the proposer should state how she verifies that confidence in the CDF values are derived.  
2   Text Proposal:
To the section on “System Simulation Assumptions” (A.2.1?) the following text should be added:

Begin text:
-------------------------------------------------------------------------------------------------------

The following table should be included along with the simulation assumptions accompanying all results:

	Are Throughput Values based solely on an assumption of a number of trials of independent assignments of UEs?
	Comments

	Yes/No
	If “Yes,” then state the number of trials, i.e., assignments of a group of UEs to cells used. If “No,” state the methodology by which confidence interval are achieved as well as confidence interval and confidence level.


-------------------------------------------------------------------------------------------------------

End Text
3  Discussion 
For LTE-Advanced, new system simulations are being proposed (e.g., [5]), and the evaluation of relay systems will increase the simulation requirements.  Thus it is desirable to ensure that the simulation work is bounded somehow whilst maintaining the reliability of simulation results so that fair comparisons can be made amongst proposals.

Based on discussions from the RAN1 #54 meeting, it was not clear that RAN1 had a good consensus about what sort of computational requirements might be implied by the simulation requirements being considered.  In particular, the notion of confidence intervals was not adequately addressed, and the purpose of this submission is to shed some light in this area, and to do so in a way that is not overly burdensome to companies.

For our purposes, the performance measure for LTE-A most illustrative for this discussion is the edge throughput value, which is specified as the abscissa value of the CDF corresponding to the CDF = 0.05 [2].  However, this discussion applies to all the system simulation requirements, even though we shall primarily concern ourselves with cell edge throughput.  
To illustrate the sort of questions involved,  suppose that one is considering estimating the throughput using, say,  n = 500,000 independent  trials (implied, say,  in link simulation models in [3], A.1.4.1 and A2.2.1) and one wanted to bound the error of  the estimate of the throughput  EQ \o(X,\s\up5(^))(r) ,     at the   EQ \f(r,n) (100%  point of the CDF,   within ((  % absolute margin of error. (X​(r) is such that, with throughput distribution F(X), F(X​(r)) =  EQ \f(r,n)  ).  For example, if we take the 5% point on the CDF normalized to the CDF’s 0.05 value and vary , a curve such as in Figure 1 would result, based on an analysis as given in the Appendix. 

Therefore we can be assured of being within (4% of 0.05 of the “true” CDF in the neighborhood of 5 throughput with probability greater than 0.875, with 500,000 trials. Similarly we are assured of being within the throughput value of (4% at the CDF = 0.05.

Now for measuring cell throughput for system simulations, we will, using approaches described for example in [4], and  [3] assign N​UE UEs to a grid of cells/sectors randomly for each of NA experiments.  The approach would be to create an ensemble of NUE throughputs for each experiment, and use the abscissa of the empirical CDF of the ensemble at 0.05 to give the cell edge throughput.  Thus there would be NA experiments to estimate the throughput abscissa at the estimate of the CDF at the 0.05 value.  The question is “How big should NA be to have meaningful results?”
A simplistic approach would be to only consider each of the NA experiments themselves.

This might be considered because for each ensemble of NUE throughputs, there may be in general dependent values within the throughputs.   This can be seen by considering the case of where 2 UEs from adjacent cells with uncoordinated schedules are transmitting using the same time and frequency resources; their ability to mutually interfere depends on their proximity to each other, how the schedule of assignment of RBs to each of the UEs.   If they are close to each other, and their allocatable resources overlap “enough” than with high probability they will mutually interfere part of the time.
   Of course, if the number of RBs that can be scheduled is very high and the number of RBs to be scheduled is relatively low, this effect’s importance is diminished, but this is not negligible in all cases, e.g., for the lowest transmission bandwidths. 
Due to propagation effects and directional antenna patterns at the eNB, correlation in throughput values is certainly is not the case for all UEs in the assignment.  Thus while considering only NA to achieve a bound on relative error may be too conservative, clearly taking the total sample size to be NANUE independent samples is fallacious in all cases.
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Figure 1  Probability of being within specified percent of relative error plotted as a function of relative error at CDF= 0.05
 Luckily, there are several ways of dealing with dependent sequences, two of which are readily approachable:
1. One can re-derive  confidence intervals and levels via Chebyshev’s inequality, taking the dependency of the UE throughputs into account.  Analysis towards this is presented in the second section of the Appendix (section 6.2).
2. One can exploit the fact that the throughputs are not entirely dependent on each other; for example, the symmetry of a 3-sector cell layout and the antennas and propagation/shadowing characteristics imply that there are at least 3 independent measures of throughput per ensemble. 
3. For evaluation purposes, we could limit ourselves to RB allocations and cases where there is deliberately a low probability of mutual interference,  and neglect the small percentage of time when they do interfere.  But this would not necessarily be a “worst case” measure of performance, and might not accurately model cell edge throughput in all cases.
What Sharp proposes is not that any proposer adhere to any particular method in determining the confidence intervals for their system level simulations, but rather proposers simply state what their confidence intervals are and how they achieved them, and in the case where independence of UEs in adjacent cells/sectors are assumed, to justify as to why that assumption is made.
4  Conclusions

We propose that the text in section 2 be included in the simulation assumptions appendix of the LTE-Advanced technical report.
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6  Appendix: Theory

6.1 Independent sequences

Let us first begin with a brief review of simple confidence interval concepts that may be gleaned from a text such as [1].     Suppose one observes a series of outcomes from a sequence of independent identically distributed random variables X​1,… X​n and orders them as  EQ \o(X,\s\up5(^))(1) ,…  EQ \o(X,\s\up5(^))(n) . Assuming for simplicity that the distributions are continuous, then   EQ \o(X,\s\up5(^))(r) is an estimate of the true  CDF abscissa near   EQ \f(r,n) ; that is  EQ  \O(F, \s\up6(^)) X ( EQ \o(X,\s\up5(^))(r)  EQ ) =  EQ \f(r,n)  ,  where  EQ  \O(F, \s\up6(^)) X  is the empirical CDF.
By use of Chebyshev’s inequality, one can show that, with k and r chosen for sensible results (e.g., r-k >0), and for continuous distribution functions F, that

P[ F-1  EQ \b( \f(r-k,n))  <     EQ \o(X,\s\up5(^))(r)      <   F-1  EQ \b( \f(r+k,n)) ]  >  1 -   EQ \f (n, (2k)2) 


(1)
Now for our purposes, the statistic for LTE-A most relevant to this discussion is the edge throughput value, which is specified as the abscissa value of the CDF corresponding to the CDF = 0.05  [2].  

Now for measuring cell throughput, we will, using approaches described for example in [4], assign some N​UE UEs to a grid of cells/sectors randomly for each of NA experiments.  A simplistic approach would tread every empirical throughput at the 0.05 CDF value from each of the NA experiments, and create the sample throughput based on this.  That is, 

 EQ  \O(X, \s\up6(^)  ) cell edge =  EQ  \O(F-1, \s\up6(^)  ) (0.05), where

 EQ  \O(F-1, \s\up6(^)  ) () =  EQ \a\ac(min,X) [ X :    EQ  \O(F, \s\up6(^)  ) (X ) = ]  is the inverse empirical CDF.  The empirical CDF is gotten from:

 EQ  \O(F, \s\up6(^)) (X) =  EQ \f(1, NANUE) 

 EQ 

 EQ \i\su(k=1, NA NUE, I(Xk (X)), 

Where I( ) is the indicator function [1].

Now the variables { Xk } are generated typically in blocks of  NUE at a time, and within each block of NUE samples, they throughputs are in general, dependent – consider for example the case of where 2 UEs from adjacent cells with uncoordinated schedules are transmitting using the same time and frequency resources; their ability to mutually interfere depends on their proximity to each other, and if they are close to each other than with high probability their throughputs will both suffer. 
However, this certainly is not the case for all UEs in the assignment.  Thus while taking NA to achieve a certain bound on relative error may be too conservative, clearly taking the total sample size to be NANUE independent samples is fallacious.

6.2 Dependent sequences

In this section we consider how to approach the problem of deriving confidence intervals and confidence levels given that the throughputs are in general dependent random variables, at least amongst subsets of the cell throughput.
First, let is consider how an equation corresponding to (1) might be constructed for dependent variables.
From Chebyshev’s inequality, for the estimate of Bernoulli random variables, we have in general that:

P[ p –  <  EQ \o\ac(p, \s\up4(^)) < p+ ( EQ 1 - \f(1, e2) 






Here   EQ \o\ac(p, \s\up4(^))  =   EQ \f(1, N)\i\su(k=1, N,  I(Xk ( a) )  





(3)

is the sample estimate of the probability p that a sequence of random variables is less than or equal to .  
Equation (2) is true regardless of whether the underlying {X​k} are independent or not, and the conditions under which (2) is true can be easily shown to be true for the situation in which we are interested, namely the accuracy of cellular throughput estimates.

Now   = \b\bc\[(\o\ac(p2, \s\up4(^))  EQ  \b\bc\((E)   -  \b(E EQ \b\bc\[( \o\ac(p, \s\up4(^))) ) \s\up6(2) )\s\up6(1/2) 

 And E EQ \b\bc\[( \o\ac(p, \s\up4(^))   )  = p. To evaluate E EQ \b\bc\[(\o\ac(p2, \s\up4(^)))  under the assumption of dependent variables, we have to start with (3):
E EQ \b\bc\[(\o\ac(p2, \s\up4(^)))  =  E  EQ \b\bc\[( \f(1, N 2) \i\su(k1=1, N,  I(Xk\s\do(1) ( a) ) \i\su(k2=1, N,  I(Xk\s\do(2) ( a) ))

=  EQ \f(p,N) +  EQ  \f(1, N 2) \i\su(k1=1, N, )   \i\su(\a\ac(k2=1, k2 ( k1), N, )P\b\bc\[( (Xk\s\do(1) ( a) ( (Xk\s\do(2) ( a) ) 

Now if the {X​k} were independent, the term in the double summation would yield   EQ \f((N-1) N, N 2) , and the variance of  (3) would have the familiar form of   EQ \f((1-p) p, N) .

However, because of dependence, without additional information,  about the most that can be done is to note that


 p >   EQ P \b\bc\[( (Xk\s\do2(1)  )  (Xk​\s\do2(2)  ) )  > p2; 

(the left inequality holds due to Bayes’ Theorem.)

Thus:

· If the {X​k} are independent, then because the variance decreases as O(1/N)  equation (1) results.  In such a case the confidence interval  for all trials for all ensembles would be based on a total of NANUE independent samples, and each trial would yield an additional NUE samples.

·  If the {X​k} were completely dependent the entirety of the NUE ensemble would appear as a single sample.
· It is clear that the practical effect of dependency is to reduce the effective number of samples from N to something less than N (say, NEffective), but greater than unity since identical outcomes for all {X​k} is a degenerate condition.
We have previously argued that the symmetry inherent in the “2 tiers of 3 sectors of cells” problem implies that NEffective = 3 at least.  

An alternative way perhaps to get a better value for NEffective is to note that geometrical considerations are probably the only way in which “mixing” of the throughputs happens (unless perhaps sequence/frequency hopping is disabled).  If different simulations are run (say, for different receivers) for the same geometry, and if estimates of  E EQ \b\bc\[(\o\ac(p2, \s\up4(^)))  or    are obtained under 1 geometry, it is reasonable to assume that these values will hold if the cell geometry and number of UEs is maintained.
Regardless of the method used, however, in order to make comparisons between different proposals, it is important to know just what the confidence intervals are and how they were reached.




















































































































































































� The act of independently assigning locations to UEs, along with random independent shadowing and fading as implied in [� HYPERLINK  \l "Reference4" ��4�] results in a set of dependent variables, namely the throughputs in a manner like that white noise being transformed into colored noise via a filter.
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