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1. Introduction
In this contribution we will discuss the amount of needed decoding attempts of the PDCCH, and following this we will introduce a suggestion on how to reduce the amount of decoding attempts that are needed at the UE.
2. The definition of the control channel elements (CCE), and related problems.

In this contribution we have taken the baseline assumption that we have 3 OFDM symbols assigned for the PDCCH (n=3). Following this we will have 3*600 resource elements (RE) for the control channel in general. Now, when subtracting the resources needed for reference symbols (assuming 2 TX antennas) and for the PHICH, we have approximately 1200 REs available for the PDCCH.

Assuming that we target code rate ~2/3 for a single CCE allocation grant, we need 36-48 REs per CCE, depending on the PDCCH payload size.
This would lead to a total of 33-25 CCEs available for the case where no aggregation is used for the control channel. However, as shown and discussed in the following section, we will also need to do blind decoding of the aggregated CCEs, causing the number of blind decoding attempts to increase. Assuming a tree structure for the allocations and their corresponding aggregations, we will have a total number of blind decoding attempts of 61-45 for each possible payload format, again depending on the size of a single CCE. In our analysis below, we have used the conservative assumption of 48 REs assigned for a single CCE.

Now, when having 45 decoding attempts for each payload format, and considering the fact that we might have 3 different payload formats, we end up having 135 blind decoding attempts for each TTI. In this contribution we will address this issue and come with a potential solution to reduce this number.

3. The PDCCH and associated decoding structure.

When considering the approach for the design of the control channel as described in the way forward document from the WG1#48 meeting [1], we have found that this construction might lead to extensive amounts of decoding attempts, and we believe that we need to simplify the decoding structure. As a starting point, we will use slide #5 from [1] as the starting point. This is shown in Figure 1. 
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Figure 1 Example illustration of the combination of control channel elements to create aggregated control channel candidates. When following this approach, a general tree structure is created [1].
When looking into the decoding structure in the example structure in Figure 1, it is seen that the aggregation structure implied presents a tree structure, where two neighbouring control channel elements are aggregated into a control channel candidate. If we further apply a restriction that we would only need aggregation levels of 1, 2, 4, and 8 to be able to provide sufficient amount of control channel candidates as well as sufficient control channel coverage. We have illustrated this setup in Figure 2, where it is seen that there is a clear tree structure, which implies some restrictions on which CCE offsets are allowed when aggregating control channel elements.
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Figure 2 Illustration of the combination of control channel elements to create aggregated control channel candidates according to a tree structure.
4. Reducing the PDCCH allocation freedom and thereby also the decoding complexity.

When observing the illustration in Figure 2, it is seen that when a UE needs to search for its downlink or uplink allocation, it will have to search through the full tree structure in order to find a potential allocation. Now, based on the assumption that each CCE is interleaved sufficiently over the frequency, we have the same average performance of each CCE. This means that a good channel condition UE’s control channel information can be transmitted successfully on any single CCE for the same performance. Further, from a packet scheduling point of view it is not likely that we will schedule more than 10-12 users at the same time for each link direction.

Following this argumentation, it would make sense to cluster the good channel condition users in part of the tree structure. We have shown this in Figure 3, where it is seen that when applying the clustering principle to the tree structure given in Figure 2, we can obtain a heavy reduction in the amount of decoding attempts. In this example the amount of decoding attempts goes from 45 to 15, while at the same time maintaining most of the scheduling flexibility. It should be noted that this principle is applied as a system level feature, such that the restrictions are applied during the assignment of the CCE resources, such that the UE will know exactly at which CCEs and corresponding aggregation levels the UE can potentially be scheduled.
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Figure 3 Example of the clustering principle, where good channel condition users are shifted to one side of the decoding tree, thus reducing the total amount of decoding attempts in the UE. 

Considering this principle we have a number of observations:
· The amount of decoding attempts by each UE is reduced significantly.

· In case we have several good channel condition users, we can still use aggregation (with lower power) to address these users.

· In case we want to address/schedule 3 poor channel condition users, we are still capable of doing this.

· The amount of associated PUCCH ACK/NACK resources needed is also reduced by this method (see another contribution).

From the above it is seen that the suggested control channel structure will potentially provide a significant reduction on the amount of decoding attempts, while still providing sufficient flexibility in terms of amount of simultaneously scheduled users.
5. Additional considerations on the using multiple PDCCH payloads
As a potential addition to the above-mentioned principle, we have had some further considerations on how to implement multiple payload sizes into the decoding structure (in order to also reduce the total number of rate matching attempts needed for each control channel candidate).
Our starting for this analysis has been that we basically have three different downlink allocation related payload sizes [2], [3]:

· Format 0: Single code word control information fitting into the payload size of an uplink grant using RB allocation based on adjacent allocations.

· Format 1: Single code word control information including RB allocation information for dynamic frequency domain packet scheduling (FDPS).
· Format 2: Multiple code word control information including RB allocation information for dynamic FDPS.

When considering the possible use cases for these different downlink allocation grant payload sizes, we assume that Format 1 will be the default operational mode, as this will provide the FDPS gain on system level. Thus this needs to be available for all users in the system/cell.

Now, considering the possible use case for dual code word MIMO, link level simulations have shown that we need quite good channel conditions to benefit from this. Thus we would suggest that the dual code word allocations are only allowed for the first or second aggregation level. The reason for potentially only allowing this for the second aggregation level is that the dual code word payload size is larger than the single code word allocation, and thus the aggregation level 1 effective code rate will become relatively large.

Finally, when considering the Format 0 option, where we reduce the FDPS dynamics to only cover a single ‘island’ of RBs, the gain from FDPS will reduce significantly, and for this payload size we mainly see the benefit in terms of increasing the coverage of the control channel (through more robust coding), and therefore we would suggest to only allow this option for aggregation levels of four or eight. These considerations are shown in Figure 4.
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Figure 4 Decoding principle with multiple restricted allocation grant payloads
Further, considering the option for signalling the downlink allocations for MBMS, we also need the MBMS UEs are looking for resource allocations. As these are likely to be transmitted for a larger set of UEs, we would suggest that these are transmitted on the higher aggregation levels in order to provide sufficient coverage. The payload format for these allocations would probably be the same size as the format 0 uplink allocations. Thus, we would recommend that the following control channel payload formats are signalled on the following aggregation levels:

	PDCCH payload format
	Aggregation level

	
	1
	2
	4
	8

	Format 0 (UL)
	X
	X
	X
	X

	Format 0 (DL)
	Y
	Y
	Y
	X

	Format 1
	X
	X
	X
	X

	Format 2
	
	X
	
	


It should be noted that in the above table we have shown two letters, X and Y. In our current thinking the single X for format 0 means that this is intended for coverage extension. For the case where format 0 is intended for improving coverage (and thus reducing the CCE load), we will also have to search the places where we have placed the Ys. The problem of this is that we will increase the number of blind decoding attempts significantly by this approach.
6. Simulation results for DL allocations
In order to show the cell level performance impact, we have run some simulations in a quasi-static system simulator, where we have implemented a model of the control channel structure as discussed in Section 3. The simulation parameters used for the evaluation are shown in Table 1.
Table 1 System simulation parameters used for the evaluation of the reduction of the decoding complexity.
	Parameter
	Value

	System Bandwidth
	10 MHz (50 PRBs)

	Number of Sub-carriers (Nsc)
	600

	Layout
	19 sites - 3 sectors/site

	Propagation Scenario
	Macro Case 3

	Number of Mobiles per Sector
	20

	Simulation Time
	20 drops – 5 s/drop

	User Speed
	3kmph

	Base Station Tx Power (PDL)
	40 W (46 dBm)

	MS Antenna Scheme (TX/RX)
	1x2 (MRC/IRC)

	Packet Scheduler
	Proportional Fair (PF)

	Link Adaptation
	Fast AMC with OLLA

	BLER Target at 1st Transmission
	20%

	Number of Symbols for control (Nsy)
	3

	Number of UEs from TD PS (NTD)
	10

	Size of each CCE (nCCE)
	48 Res

	Lower Power Deviation (DPmin)
	-5 dB

	Upper Power Deviation (DPmax)
	5 dB

	Allowed Power Boost (Sb)
	1 dB

	Control Channel BLER
	1%


The format of the simulation results are such that the simulation configuration will be described through a 4-tupple, which indicates the amount of additional allowed decoding attempts at each aggregation level. For example, the notation {4,2,2,1} corresponds to the configuration shown in Figure 3, where we have a total number of 15 decoding attempts per payload size. It should also be noted that the maximum amount of simultaneously scheduled users for this case is 9.
The investigated complexity reduction schemes are listed in Table 2.
Table 2 The investigated encoding/decoding schemes investigated and their corresponding decoding load.
	Scheme
	Number of elements at aggregation level
	Maximum number of scheduled UEs
	Number of decoding attempts

	
	1
	2
	4
	8
	
	

	24.0.0.0
	24
	12
	6
	3
	24
	45

	17.0.0.0
	17
	8
	4
	2
	17
	31

	9.2.1.0
	9
	6
	4
	2
	11
	21

	5.4.1.0
	5
	6
	4
	2
	10
	17

	5.2.2.0
	5
	4
	4
	2
	9
	15

	9.0.0.1
	9
	4
	2
	2
	10
	17

	3.1.1.1
	3
	2
	2
	2
	6
	9


It should be noted that the simulations have been run with a combined time and frequency proportional fair scheduler, where the time domain scheduler will select the NTD ‘best’ candidates for transmission in the current TTI, while the control channel allocation module will limit this number according to the availability of control channel resources for the candidates for scheduling. Finally, the frequency domain scheduler allocates the actual resources for the scheduled UEs. The structure and principle of the resource allocation limitations is shown Figure 5. In the example in the figure it is found that there is not sufficient resources to schedule MS5, and this user is taken out of the scheduling set. Since there are still control channel resources available, the user with ID MS2 is scheduled.
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Figure 5 Illustration of the principle of implementing the control channel restrictions. The CC resource management module will monitor and test whether there is place for the potentially scheduled UEs in the PDCCH. 

In Figure 6 we have shown the average number of scheduled users. From this it is seen that the introduction of limited control channel resources will reduce the average number of scheduled to 6-7 users, depending on the used scheme. Even for the scheme where we have a quite high number of control channel elements available with full flexibility (24.0.0.0) the average number of scheduled users is reduced from 10 to 7. The reason that this effect is not impacting the cell level spectral efficiency is that whenever a UE is not scheduled due to lack of control channel resources, it will not use any channel resources, but rather be scheduled at a later time instant (due to the proportional fair algorithm). This effect is shown in Figure 7. 

Figure 8(a) shows the relative cell spectral efficiency of the numbers presented in Figure 7. From this it is seen that introducing the control channel limitations will give a 1-2% loss in terms of spectral efficiency. Further, it is seen that putting heavy restrictions on the maximum number of scheduled users will cause an increase in the loss.
Figure 8(b) shows the probabilities of blocking on the control channel and the reason for the blocking. It is such that we have allowed power balancing between the different control channels such that the BLER target of the PDCCH of 1% for each scheduled user is achieved. It should be noted that even that the results are showing a tendency of blocking due to lack of REs rather than power, adjustment of the scheduling algorithm for increasing the transmit power to release resource elements will not impact the cell spectral efficiency. 

[image: image6]
Figure 6 Average number of scheduled users, depending on which allocation/decoding constraints are put on the PDCCH.

[image: image7]
Figure 7 Average obtained cell-level spectral efficiency, depending on which allocation/decoding constraints are put on the PDCCH. It should be noted that the 24.0.0.0 scheme uses ~50% more control channel capacity in terms of resource elements than the 17.0.0.0 scheme.

[image: image8]
Figure 8 (a) Relative cell spectral efficiency loss depending on which allocation/decoding constraints are put on the PDCCH. The reference for this is the situation with unlimited capacity on the PDCCH. (b) Illustration of the blocking probability for each restriction scheme. It is noted that the blocking probability caused by lack or REs is much higher than lack of power.
7. Discussion and Proposal

In this contribution we have provided a suggestion for an encoding and decoding structure, which will provide a significant reduction of the amount of UE decoding attempts. We recommend that this principle for the CCE aggregation and allocation is adopted in the 3GPP LTE work, such that the UE decoding burden for each TTI can be reduced.
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