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1 Introduction

At the RAN1#51 meeting some baseline principles for the execution of UL inter-cell interference coordination have been discussed and the proposals are summarized in [1]. It has been generally assumed that an approach where information on the scheduled PRBs is exchanged between eNodeBs over X2 shall be used. More specifically, this X2 message would indicate which PRBs are used for traffic causing high interference for a particular neighbor eNodeB (i.e. the ones used to schedule exterior UEs). This message has been temporarily named as message X. The exact details of the information carried in this message, the details of the negotiation and the behavior of the eNodeBs have been marked as FFS in [1].
In the current contribution we elaborate on some further aspects of the expected gains of inter-cell interference coordination and investigate the level of inter-working and negotiation capabilities required in the eNodeBs, which are both feasible for practical use and enable to realize the expected gains of ICIC. Based on these results, we propose the semantics and also the content for the message X.
2 Collision Compensation Effect

In order to better understand the expected gains with (pro-active) ICIC the impact of a collision needs to be investigated. A collision in this context, as it is generally used, means the simultaneous allocation of the same PRB to multiple UEs in neighbor cells. More specifically, it means the allocation of the same PRBs to cell edge UEs, which results in the most harmful collisions. 
When comparing the collision and no-collision cases we can observe the following consequences that a collision may have:
· Fewer user data bits can be carried in one PRB, as the link adaptation needs to select lower modulation order and/or lower coding rate to compensate the lower SINR.

· Fewer number of PRBs can be allocated to the UE in one subframe due to hitting the UE power limit (resulting in higher UE power consumption as well)
· More HARQ retransmissions may be needed for successful data delivery
In case a collision occurs, the scheduler will need to assign more resources (PRBs) to the UE to compensate the loss in the carried number of bits due to either of the above consequences (i.e. fewer bits per PRB, more retransmission, etc.,). This means that altogether more resources (and maybe longer time) will be used to carry the same amount of user bits in the No-ICIC case than in the ICIC case. 

The compensation can be done either in time, i.e. by scheduling the UE once again in the following subframes or in the frequency domain by allocating more PRBs to the UE within the same subframe, provided that the UE power allows for it and assuming that the link adaptation has correctly anticipated the lower SINR and allocated more PRBs to carry the same amount of data. It is also necessary to assume that the system operates in a non full-load regime, i.e., there are unused PRBs that can be utilized to schedule additional transmissions for the compensation of losses due to collisions.
The compensation effect discussed above is illustrated in Figure 1. In the example we assume two cells and one UE in each and further assume that the UE has a certain amount of data to transfer. In the ICIC case disjoint PRBs are allocated in the two cells and we assume that the offered user data can be carried in one PRB in the ICIC case. In the No-ICIC case overlapping PRBs are allocated and due to the collision one PRB can carry fewer user data bits compared to the no collision case. Therefore a second PRB needs to be allocated either in the same or in the subsequent subframe to carry the user data. (The figure illustrates the compensation in the frequency domain.)
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Figure 1: Collision compensation effect

What needs to be observed is that in case the collision on one PRB can be compensated with transmitting on one additional PRB, which is also assumed to have collided as both cells are doing the same compensation, the overall number of PRBs “occupied” in the two cells are the same in the ICIC and No-ICIC case. The term “occupied” should be interpreted such that a PRB is “occupied” in the cell if either the PRB is in use in the given cell or the PRB is “banned” for use (ICIC case) since the other cell is using that PRB. In other words, a PRB, which is in use by the neighbor cell, looks like as a lost resource for the first cell. In that sense, there is a loss of resource both in the ICIC and No-ICIC case. In the ICIC case, the loss is in terms of banned PRB, while in the No-ICIC case the loss is in terms of lower number of bits carried per PRB (and/or in terms of more retransmissions).
As long as the same number of “occupied” PRBs is needed to carry the same amount of information bits both in the ICIC and No-ICIC cases, no large differences can be expected in terms of user throughput and system throughput. In other words, this means that if two times the number of bits carried in one collided PRB (DPRB-Coll) is greater than or equal to the number of bits carried in a non collided PRB (DPRB-NoColl), that is, 

if 2*DPRB-Coll >= DPRB-NoColl then the throughput in the ICIC and no ICIC case will be the same.

Note, however, that there will be anyway differences in the two cases in terms of other measures, such as consumed UE power, packet delay. In Section 4 we investigate based on simulation results whether the above inequality holds in typical cases. 
3 Impact of Traffic Models
Since the traffic model largely influences how the potential advantages of inter-cell interference coordination can be utilized and thereby impacts the achievable ICIC gain, in what follows we give an overview of the possible traffic model categories and discuss their relation to the above compensation effect. 
From the ICIC discussion point of view it is worth differentiating the following traffic models as shown in Figure 2, which are also often used in simulations when evaluating ICIC performance.
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Figure 2: Traffic model categories

We can differentiate full buffer and non-full buffer traffic models, each of which can be further classified as peak rate limited or non peak rate limited. The full buffer assumption means that there is an unlimited amount of data waiting for transmission, i.e. basically one traffic source could utilize the full bandwidth in each subframe, unless the available power limits the number of PRBs that can be assigned. In the non full buffer case it is assumed that the traffic source generates finite amount of data in bursts with certain inter-arrivals, where between the service time of two consecutive bursts there is an idle period, i.e., there is no continuous load on the system.
Peak rate limitation means that the there is an upper limit on the maximum number of bits (or number of PRBs) that can be assigned for transmission within a given time interval for the particular UE. Such a rate limitation may come, for instance, from the Maximum Bit Rate (MBR) parameter associated with the given radio bearer. In the simplest case, the peak rate limitation can be interpreted on the subframe time scale, imposing a limit on the maximum number of PRBs that can be assigned to the UE in one subframe.
Now, what needs to be investigated is the relation of each of the above traffic categories to the discussed compensation effect, more specifically to investigate for which of the traffic categories the compensation effect holds. For the traffic cases where the compensation effect holds no significant gains in terms of throughput can be expected with ICIC. However, from other aspects, such as consumed power, etc., there can still be significant gains.
In the Full Buffer – Peak rate limited scenario the compensation effect cannot be utilized, since there are equal amount of PRBs (equal to the peak rate) occupied in each subframe both in the ICIC and No-ICIC cases due to the full buffer property. As there is no idle period in the traffic, all the PRBs up to the peak rate limit are continuously utilized, which leaves no room for compensation of lost traffic due to collision in the No-ICIC case. Thereby, the difference in the amount of bits that can be carried in one PRB in the ICIC and No-ICIC cases will appear directly as gain in the measured throughput. This type of throughput gain has been reported in our previous contribution [2], which were done with a traffic model corresponding to the full buffer peak rate limited scenario (also corresponding to a circuit switched type of continuous traffic source).

The Full Buffer – Non peak rate limited scenario is not so much interesting from an ICIC point of view, neither from a practical real-life situation point of view. Since both the traffic and the peak rate are unlimited, the allocation in this case will result in a continuous full cell load where basically all PRBs are in use in each subframe in both cells, resulting in continuous collisions, independent of inter-cell interference coordination. Basically the same number of collisions will occur in both cases, which suggests that no significant throughput gains can be expected even with ICIC.
The Non-full buffer scenarios, either with or without peak rate limitation, are the more realistic cases that best match the properties of typical packet data traffic sources, where bursts of packets arrive with certain inter-arrival times. In this respect the most important property is the burstiness of the traffic and the presence of idle times in between packet bursts (i.e. no continuous traffic load). The presence of idle resources (either in time or in frequency) enables to utilize the compensation effect, i.e. to exploit such idle resources to compensate the potential loss of carried information bits due to PRB collision in the No-ICIC case. Since the compensation effect holds in this scenario we cannot expect significant gains in measured throughputs in the ICIC case compared to the No-ICIC case.
4 Simulation Results
In what follows we present simulation results for a Non-full buffer, non peak rate limited scenario, as one of the most realistic cases and show via the simulations how the compensation effect results in only minor throughput gains with ICIC. However, we also show that in terms of other measures the ICIC scenario still has considerable gains.

In Figure 3 we plot 5th percentile user throughput measures in the function of system load (number of users). Each user generates 20 kbps traffic, such that 400 bits of data is generated at every 20 ms. As we can see the throughput difference between the ICIC and No ICIC case is negligible. The main reason for that is the compensation effect as it is explained in the following figures.
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Figure 3: 5th percentile user throughput (Non full buffer – Non peak rate limited scenario)
For comparison we include the 5th percentile user throughput figure from [2], where the traffic model used correspond to the full buffer – peak rate limited scenario. The curves correspond to different ICIC algorithms, for more details see [2]. For the current discussion what is important to observe is the different way how the gain between the No-ICIC and ICIC cases develop in the function of load in comparison to the non full buffer – non peak rate limited scenario presented in this contribution. The differences in the observed ICIC gains in the different traffic scenarios clearly emphasize the importance of the assumptions on the traffic model when evaluating ICIC gains.
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Figure 4: 5th percentile user throughput (Full buffer – Peak rate limited scenario [2])

Coming back to the scenario investigated in this paper, in Figure 5 we plot the histogram of the effective number of bits carried per PRB in the ICIC and No ICIC cases. The effective bits per PRB measure includes the retransmissions as well, i.e., if a PRB of size X needs to be retransmitted then the effective bit carried per PRB will be counted as X/2. As it can be seen in the figure the effective number of bits carried per PRB is higher in the ICIC case. However, this does not appear as a difference in the throughputs due to the compensation effect. One can also read from the figure that on average it holds that two times the effective bits per PRB in the No ICIC case is greater than the effective bits per PRB of the ICIC case (i.e., the inequality introduced in Section 2 for the compensation effect to hold 2*DPRB-Coll >= DPRB-NoColl is fulfilled). 
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Figure 5: Histogram of effective number of bits carried per PRB

Finally, in Figure 6 and Figure 7 we plot the distribution of the measured SINR at the eNodeB and the CDF of the UE transmit power, respectively. As it is expected, the SINR in the No ICIC case shows a larger span on the possible SINR values, while in the ICIC case the measured SINR values are concentrated more around a peak value.

The CDF of the UE power indicates a significant increase in the UE transmit power in the No ICIC case. If this is combined with the fact that the number of transport blocks used for transmission in the No ICIC case is higher (e.g., due to more retransmissions etc.,) then we can conclude that from a UE energy consumption point of view the ICIC case has still significant advantages.
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Figure 6: Histogram of SINR
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Figure 7: CDF of the UE transmit power
5 Conclusion

Based on the above, we can generally conclude that the assumptions on the traffic model have a large impact regarding what type of gains we can expect from ICIC. For most typical non-full buffer models the gains are not necessarily appear in user throughputs, which is often used as a typical performance measure. 

Second, we can say that the impact of occasional collisions would not be that dramatic, since the loss in terms of carried bits per PRB due to a collision can always be compensated without much of extra costs (e.g., by a retransmission or by scheduling a few more additional resources for the UE). Here it is important to emphasize that there is a “price” to pay also in the ICIC case, in the sense that the use of some PRBs that are momentarily allocated by the neighbor cell would need to be restricted (“banned”) in the first cell in an ideal coordination, otherwise it would not be a coordinated case.
However, this does not mean that there is no point in employing ICIC, but it suggests that a strictly enforced coordination is probably not needed as the cost of some occasional collisions would not be that high. This finding has some implications on the FFS’s identified in [1] with regards to the extent of required negotiation effort between eNodeBs. More specifically, we conclude that the indication sent in message X, as identified in [1], should be used as an informative guidance by neighbor eNodeBs when allocating resources in their own cells. That is, we do not see a need to specify complex negotiation procedures between eNodeBs that would enforce a strict coordination.
It follows that the pro-active X message should support the transfer of frequency band dependent information on scheduled traffic which will cause interference in the given band, for a given neighbor cell. This high interference information could either consist of a start and stop index for a specified subband or simply a center frequency.
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