
3GPP TSG RAN WG1 #51bis





Tdoc R1-080113
Sevilla, Spain
Jan. 14 – 18, 2008
Agenda Item: 
6.1.5
Source:       
Mitsubishi Electric

Title:         
Mapping Rule of Distributed Resource Allocation
Document for: 
Discussion and Decision
1. Introduction
We agreed on several things for approach 2 of localized resource allocation in RAN1#51 meeting [1]. However, when we consider the distributed allocation in combination with approach 2, we have several potential problems.

In this contribution, we show potential problems and propose a solution for each problem.
2. Agreement on approach 2
The following things were agreed for approach 2 in RAN1#51 meeting [1].
· The number of RBGs, x, given by RB resolution in approach 1
x=ceil(N_RB/RBG_size)

· RBG_size = 1,2,3,4 (from system BW as in approach 1)

· The number of subsets is equal to the RBG size

· A subset consists of several RBGs

· Each subset consists of x RBs
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Figure 1: Approach 2 of localized transmission

3. Potential problems and Solutions
In this section, we show the problems when we consider the mixed usage of approach 1, approach 2 and distributed allocation in the same sub-frame. Then, we show a solution for each problem. It should be noted that we assume the distributed allocation is done before the localized allocation (approach 1 and approach 2) or RBs for the distributed allocation are reserved if the localized allocation is done first. It should be discussed separately which allocation scheme is done first. We shortly discussed this issue in the annex.
(1) Potential problem 1
Figure 2 shows one potential problem. We assume here that RBG_size is 3. The colored and hatching RBs are the ones used for distributed allocation. In figure 2, all RBGs are used for distributed allocation. In this case, there is no remaining RBG for approach 1 allocation. Thus, the remaining RBs can be allocated by only approach 2 so that the scheduler can’t allocate a high number of RBs to one UE. Also this situation leads to a huge number of PDCCHs to use up to all PDSCH resources.
The solution for this problem is shown in figure 3. RBs in the same RBG are used as much as possible for distributed allocation. In this case, we can obtain a larger number of remaining RBGs for approach 1. It is noted that this can be implemented by the scheduler so that it might not be needed to be specified.
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Figure 2: Potential problem 1 (remaining RBs (white boxes) can’t be allocated by the approach 1)
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Figure 3: Solution for problem 1
Recommendation: Physical RBs used for distributed allocation should be taken as much as possible from the same RBG.
(2) Potential problem 2
Figure 4 shows another potential problem. We assume that RBG_size is 3 again. The colored and hatching RBs are the ones used for the distributed allocation and the other colored RBs are the ones used for approach 1 allocation. In the figure 4, there are two remaining RBs (white boxes) after the distributed and the approach 1 allocations. However, these two RBs belong to different subsets (subset 1 and subset 3 respectively). In this case, the scheduler can’t allocate them to the same UE because only one DL grant is allowed to one UE. This leads to scheduling restriction, i.e., inefficient resource usage.
However, the problem can be solved by a certain mapping rule for the distributed allocation. The solution is shown in the figure 5. For distributed allocation, a virtual RB shall be mapped onto physical RBs which belong to the same subset group. In this case, the remaining RBs for approach 2 belong to the same subset group as well so that they can be allocated to the same UE. It is clear that they can be also allocated to different UEs respectively. Thus, we can obtain the scheduling flexibility.
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Figure 4: Potential problem 2 (remaining RBs (white boxes) can’t be allocated to the same UE by approach 2)
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Figure 5: Solution for problem 2
Proposal: In case of distributed allocation, one virtual RB shall be mapped onto several physical RBs which belong to the same subset group defined for the approach 2.

4. Conclusion
We showed potential problems when the distributed allocation is used together with localized allocation (approach 1 and approach 2). Against these problems, we showed also solutions. As conclusion, we recommend and propose the following things.

[Recommendation]

Physical RBs used for distributed allocation should be taken as much as possible from the same RBGs.
[Proposal]
In case of distributed allocation, one virtual RB shall be mapped onto several physical RBs which belong to the same subset group defined for approach 2.

If we define the mapping rule on distributed allocation between virtual and physical RB, we should take the proposal above to obtain scheduling flexibility.
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Annex (why the distributed allocation should be done before the localized allocation)
In this contribution, we assume that the distributed allocation is done before the localized allocation. The motivation of this assumption is as follows.
· Firstly, we think that the physical RBs used for distributed allocation of one virtual RB are separated by a constant distance N in frequency domain. This can avoid signaling indices of all physical RBs allocated for one virtual RB. The eNodeB has only to signal the index of the RB which the first part of the virtual RB is allocated onto.
· If the localized allocation is done first without consideration of the distributed allocation, it is difficult to keep a constant distance N for distributed allocation. Thus, at least, RBs for the distributed allocation should be reserved before the localized allocation.
We understand that the concept above leads to scheduling restrictions for the localized allocation based on CQI. It might lead to throughput loss. However, we prioritized reducing the signaling overhead.
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