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1 Introduction

Recent contributions on inter-cell power and interference coordination (ICIC) indicate that there is a consensus regarding the beneficial impact of inter-cell communication on the uplink interference [‎1]-[‎6]. The current working assumption about the basic tool to control inter-cell interference is that an event triggered Overload Indicator (OI) should be exchanged over the X2 interface (on a slow time scale basis). However, some issues (including the structure and meaning of the OI, reacting upon OI reception) are not resolved, as listed in, for instance, [‎4]. According to [‎3], the OI should be “frequency independent and absolute”, while [‎4] argues that “it is obvious that the threshold must be dependent on which frequency block is considered”. Clearly, there is a need to agree upon the definition and some other ICIC related aspects of the OI. Therefore, the purpose of this contribution is to progress this discussion by proposing an appropriate OI definition and related eNB behavior.
2 Pro-active and Reactive Usage of the Overload Indicator in the Uplink

The basic rationale for uplink inter-cell interference and power control is to avoid that UEs served by neighboring eNBs are scheduled on the same resource blocks (i.e. time and frequency resources) with a “too high” power. Clearly, a key issue is the usage (scheduling) of the same resource blocks (“collisions”) in neighbor cells and the usage of the power level on those resource blocks, so as to avoid “overload” and thereby to ensure an acceptable uplink SINR level for the scheduled UEs. 

Recent discussions and results point to the direction that dynamic (event triggered) schemes are superior to static schemes that limit the applied power level on a subset of the resource blocks a-priori irrespectively of the actual usage of the same resource blocks in the neighbor cells [‎1], [‎3], [‎6]. As it was discussed previously, such static schemes tend to loose more bandwidth than what can be regained from potential SINR improvements. 
Intuitively it seems clear that dynamic, event-triggered ICIC approaches can operate either pro-actively or reactively depending on how the triggering criteria are defined. Pro-active methods try to avoid harmful collisions by scheduling resource blocks that are either not used by the neighbor cell, or are not sensitive to interferers (e.g. used by interior UEs). In contrast, reactive schemes react when there is an “overload” situation , i.e. that there is already too much interference on a resource block that is sensitive to such neighbor cell interference (since it is used by an exterior UE).
3 Comparing Pro-active and Reactive ICIC Schemes
It follows from the definition of reactive schemes that the schedulers and the power control mechanisms take action when the interference has already exceeded some harmful level and thus some throughput degradation has likely occurred. Even if the triggering threshold is defined under such a harmful level, the issue becomes how to define such a trigger level appropriately. (Different approaches are found in [‎1] and [3].) If this level is too low, overload indication will tend to be falsely detected. If the level is too high, appropriate scheduling and power setting options may come too late. Furthermore, some receivers (e.g. interference cancellation and interference rejection receivers) will tolerate larger amount of interference than other receivers (e.g. maximum ratio combining receivers) before an overload situation occurs. The appropriate threshold level also depends on the time scale on which the OI is exchanged. According to the current agreement, this time scale is slow with respect to the scheduler (e.g. in the range of tens or hundreds of milliseconds.)
In contrast, pro-active schemes take advantage of inherent scheduling behavior and knowledge by indicating to neighbors which resource blocks are going to be used such that these resource blocks are sensitive to disturbance by neighbor cells. Therefore, pro-active schemes are inherently better equipped to maintain high SINR in situations where there are many exterior UEs. 
A critical factor for both reactive and pro-active schemes is determining the neighbor cell and the neighbor eNB that causes overload (reactive scheme) or is likely to disturb UEs in the serving cell (pro-active scheme). As we have shown in a related contribution [‎6], a pro-active scheme performs well when the load in the cells is (near) evenly distributed. As the load is gradually becoming unbalanced, neighbor eNBs can pro-actively send information to each other that helps to avoid resource block collisions. In contrast to the overload detection scheme, the pro-active approach is less time critical in the sense that eNBs have sufficient time to decide which neighbors should be involved in the ICIC (inter-cell power control) mechanism. For instance, based on UE path loss measurements and UE specific geometry information, the eNB has sufficient time to decide which neighbor eNBs it should send ICIC information to over the X2 interface.
A related issue is the “verification problem”, that is the issue of the receiving eNBs reaction upon an overload or other ICIC information. This issue (among others) has been identified and discussed in [‎4]. The first aspect is that a receiving eNB needs to determine whether it is the one (and the associated UEs) who are indeed causing interference to the overloaded eNB. If the receiving eNB actually has scheduled an exterior UE on that particular resource block, it may indeed be the one who contributes to excessive interference, but that should be confirmed based on that UEs geometry. The second aspect of the verification problem is pointed out by Section 2.3 of [‎4]: it is not trivial that the receiving eNB should reduce the power on the resource block that is overloaded. Power reduction can in fact exacerbate the SINR of the disturbing/disturbed resource block. An alternative (probably more appropriate) measure is to schedule the identified UEs on different (i.e. less sensitive) resource blocks such that resource block collisions are avoided. This is in fact the basic mechanism studied in our paper [‎6] as well.
Finally, we would like to point to the problem of the overload indication that is related to the fact that the notion of overload is inherently dependent of the receiver structure that is employed (for UL) at the eNB. For instance, advanced receiver structures may tolerate higher interference levels and poor SINR conditions without experiencing bit error rates and throughput degradation. In a proactive scheme, whose main purpose is to provide information on which resource blocks are about to get scheduled, there is a less inherent need to define an overload measure.
4 Towards an Overload Indication Definition

Considering the issues listed above, we propose that the main usage of the OI should be pro-active, whereby eNBs provide a sensitivity information for resource blocks that are going to be scheduled. Such sensitivity information can be indicated with a per resource block granularity or an aggregated measure – according to the clustering principle as proposed in [‎5] – can be used. The sensitivity information is actually a combination of two pieces of information:
· The probability that a certain resource block is going to be used in the subsequent time period (during a predetermined number of TTIs).

· A measure that quantifies “how exterior” (and thereby sensitive) the UEs which are going to use that resource block are. It is important to note that the notion of “exterior UE” is always defined with respect to a specific other cell and eNB rather than in general. It follows that the sensitivity information is also defined with respect to a specific neighbor cell and eNB. 

Thus the content of the Overload Indicator is a measure of how sensitive that resource block is for a collision specifically with a given neighbor during a certain number of subsequent TTIs. 

With this content it is possible for a receiving eNB to take appropriate measures such that (1) they themselves do not cause excessive interference to a particular neighbor and (2) they avoid receiving too high interference from a particular neighbor. Because E-UTRAN is a distributed architecture, the exact way of eNB actions such that (1) and (2) are achieved is not trivial and requires further study. However, agreeing on the OI content is a pre-requisite for progressing the work by focusing on the measures that specify how receiving eNBs should react on the OI.

From an X2 protocol perspective, it is clear that the eNB-eNB communication is bi-directional and so it can be used for both reactive type of overload indication and pro-active indication, as discussed above. 
5 Conclusions
We propose to discuss the considerations for reactive and pro-active overload indication as presented in this paper. We also propose to adopt the sensitivity based definition for the OI as discussed in Section 4.
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