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1. Introduction
In RAN1#49bis meeting, it was agreed that only one Zadoff-Chu (ZC) root sequence index is always signaled (implicitly or explicitly) to the UE, regardless the actual number of root sequences required in a cell [1]. The UE derives the subsequent indexes according to a pre-defined ordering. In RAN1#50 meeting, it was further agreed that the ZC sequences should be pair-wise ordered (index u and Nzc-u) [2]. Two proposals were discussed for ordering the ZC index u, one based on Cubic-Metric (CM) of ZC sequences [3] and the other on the size of high speed cells [6], but no agreement could be reached. An attractive way forward consists in looking at hybrid approaches. Given the two metrics:
a) the cubic metric (CM),
b) the high-speed (HS) cell size,
 there are two possible hybrid methods:
1)     CM-based ordering within HS size groups [7]: Alt 1
2)     HS size ordering within CM groups [8]: Alt2
For each method, the groups are mapped onto quantized values of one metric and, within the groups, a simple (non-quantized) ordering is done according to the other metric. This contribution provides a comparative analysis between the two hybrid methods.
2. Background
In the following comparison, we assume:

· the cyclic shift configuration proposed in [3] and shown in Table 1
· the cyclic shift restriction method for high-speed cells based on cyclic shift positions that are non necessarily multiples of the cyclic shift value NCS [4].
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Table 1: PRACH pre-defined cyclic shift values

3. CM-based ordering within high-speed cell size groups
This method (Alt 1) is detailed in [7] and can be summarized as follows:

First, ZC sequences are classified into G “high-speed” (HS) groups. Each HS group corresponds to a (limited) range of high-speed cell sizes. Given:

1. the direct relation between cell size and the cyclic shift value (or increment) NCS,

2. the limited set (sixteen) of NCS values (Table 1),

there are G ≤ 16 HS groups where each HS group g is associated to one NCS value, NCS (g), in the NCS configuration Table (e.g. Table 1) and contains ZC sequences u(g) such that the maximum NCS value allowed in high-speed cells, NCS-HS (u(g)), is bounded as:
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It should be noted that, since NCS(1) is the smaller value of NCS, then all root sequences resulting from the 1st line condition in (5) can only be used for low-speed (LS) cells. Moreover, some NCS values may be skipped to provide larger groups.
Second, the ZC sequences in each HS group are further sorted by increasing and decreasing CM, alternately.

This approach is the first natural approach that makes sense because the HS cell sizes are already quantized by the NCS set while the CM is not quantized. Therefore providing non-quantized HS cell size ordering within CM groups does not improve at all the HS cell size granularity. Figure 1 shows the resulting CM as a function of the proposed hybrid ordering, for the two cases where the ordering starts ascending or descending in the first group respectively.
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Figure 1: CM versus hybrid ordering

The benefit of this approach is to provide, within each HS group, a CM-based ordering and therefore, optimize the PRACH coverage. It has been discussed, on the reflector, that no link budget gain can be achieved from CM-dependent power boosting when the CM is anyway lower than the QPSK CM (1.2 dB), because it is not allowed to increase the transmission power beyond the maximum rms transmission power, calibrated from QPSK CM [5]. However, this does not preclude using PRACH root sequences with CM larger than 1.2 dB, in the same way as it is not precluded to use 16QAM modulation. Thus, a CM-based ordering of sequences is useful in the region where CM > 1.2 dB to allow operators trading off reuse factor against PRACH coverage. This flexibility clearly is an advantage, especially for large and /or high mobility cells, where the cell reuse factor can be reduced.
4. High-speed cell size ordering within CM-based groups

This method (Alt 2) is detailed in [8] and can be summarized as follows:

First, ZC sequences are classified into two “CM” groups, depending on whether the CM of the sequence is greater or smaller than the QPSK CM. Second, the ZC sequences in each CM group are further sorted by increasing and decreasing HS cell size, alternately. Figure 1 shows the resulting maximum NCS value allowed in high-speed cells, NCS-HS, as a function of the proposed hybrid ordering.
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Figure 2: NCS-HS versus hybrid ordering
The benefit of this approach is to optimize the reuse factor of low-speed (LS) cells when using PRACH sequences with larger CM than QPSK is precluded.
5. Comparison

We compare both approaches with respect to two criterions:

1. reuse factor in low-speed cells

2. reuse factor in high-speed cells
5.1. Reuse factor in low speed cells
We first consider the most restrictive allocation method: 
· Method 1: we stick to root sequences in the (CM ≤ QPSK) region in each HS group, and we allocate consecutive cells of the same size (i.e. same number of root sequences per cell). At the end of each group, there is some loss due to the fact that the number of roots in the (CM ≤ QPSK) region of a group is not necessarily an integer multiple of the number of roots allocated per cell.
Table 2 gives the reuse factor achieved with both hybrid approaches with method 1. For the CM-based ordering within HS groups (Alt 1), the two options are given: ascending or descending CM ordering in the first group. As expected, the Alt2’s approach provides the larger reuse factor, since it is optimized for that. However, it can be observed that Alt1’s approach is very close and only gets worse for very large cells. In particular, for the last size range, 60-100 km, the “ascending first” option provides a better performance than the “descending first” option. Therefore, we will focus on the latter option in the rest of the document.
[image: image6.emf]Ncs 13 26 38 52 64 76 83 104 119 139 167 209 279 419 839

Nb roots per cell 1 2 3 4 5 6 7 8 10 11 13 16 22 32 64

Cell size (km) 0.82 2.68 4.40 6.40 8.12 9.83 10.84 13.84 15.98 18.84 22.85 28.86 38.87 58.89 118.96

Alt 2 456 228 152 114 91 76 65 57 45 41 35 28 20 14 7

Alt 1, ascending first 456 228 149 113 88 73 63 53 43 38 33 25 18 10 3

Alt 1,  descending first 456 228 150 112 88 74 63 54 43 38 32 25 18 11 2


Table 2: Reuse factor in low speed cells, Method 1 (CM ≤ 1.2 dB)
We now further investigate Alt1’s ordering scheme when considering more flexible allocation methods:
· Method 2: Overlap (or clipping): it is allowed to allocate a last cell in each group starting in the (CM ≤ QPSK) region and ending in the (CM>QPSK) region (overlap)
· Method 3: hybrid of method 1 and method 2: a (last) cell in a group is allowed to be allocated at the QPSK boundary if its max CM (> QPSK) does not exceed a CM threshold.
Table 3 shows that allocation method 2 non-only allows Alt1 ordering to fill the gap with the Alt 2 ordering scheme, but also allows to outperform it. Of course, now some cells will have some root sequences which CM will exceed the QPSK CM. It is interesting to check the % of these cells and how large is the CM gap with respect to QPSK. This is given in Figure 3 (left) where it can be observed that e.g. for 30 km cells ~20% of cells exceed the QPSK CM, and the % becomes 60% beyond 60km cell radius. Figure 3 (right) also shows that for those cells exceeding the QPSK CM, the CM can go up to 2.5dB worst-case and 2 dB when considering the average of the max CM across groups.
The allocation method 3 allows reducing these remaining issues. Checking for which value of CM threshold, Alt 1’s ordering would be close to Alt 2’s ordering with method 1, in number of allocated cells, yields CM threshold = 1.8dB. As can be seen in Table 3, this allocation method provides:
· a reuse factor of 5 for cell sizes larger than 60 km. We believe this can be considered as sufficient for such extreme sizes

· the % of very large cells which sequence set allocation overlaps with the (CM < QPSK) region has now decreased to 40% in the extreme size cells (60-100 km)
· the average of the largest CM across those cells which sequence set allocation overlaps with the (CM < QPSK) region does not exceed 1.7 dB

Conclusion: the performance loss in reuse factor for very large cells of Alt 1 ordering scheme with respect to Alt 2 ordering scheme when the PRACH root sequences are strictly allocated below QPSK CM, can be minimized by a less inflexible allocation allowing some % of cells to slightly exceed the QPSK CM up to a maximum CM value. 
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Table 3: Reuse factor in low speed cells, Alt 1, Method 2
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Figure 3: Left: % of cells with CM > QPSK; Right: Mean/max of the largest CM of the last cell in a group
5.2. Reuse factor in high speed cells

The reuse factor for high speed cells is shown in Figure 4, with comparisons of Alt 1 and Alt 2 using both Method 1 and Method 3. As can bee seen, the advantage of Alt 1 over Alt 2 at high speed becomes apparent with Method 3 with a relaxed CM limit for large cells. The larger the CM limit, the more advantageous of Alt 1 over Alt 2 for large cells. With a 1.8 dB CM threshold, the Alt 1 outperforms Alt 2 across the whole range of high-speed cell radius.
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Figure 4: Reuse factor for high-speed cells with Methods 1 and 3.
6. Conclusion

In this contribution we have compared two hybrid allocation methods for PRACH sequence ordering:

1)     CM-based ordering within HS size groups [7]: Alt 1

2)     HS size ordering within CM groups [8]: Alt2
We have shown that Alt 1 allows for various flexible PRACH sequence sets allocation approaches, leaving room for the operator to trade-off the reuse factor versus the PRACH (and therefore cell) CM-dependent coverage on a cell-by-cell basis, while providing good reuse factor for high speed cells (within the limits of the granularity provided by the NCS table). Alt 2 is designed to optimize the reuse factor of low-speed cells for only one possible allocation method, based on only two CM-dependent coverage targets: below and above QPSK CM. It has been shown that even considering this criterion (LS cells reuse factor) Alt 1 can provide similar or better reuse factor performance, if one allows a small % of cells to slightly exceed the QPSK CM up to a maximum CM value. When considering the very large size of these cells (60-100km), a 0.5 dB CM difference won’t probably have any impact on the radio link performance. Moreover, we have shown that Alt1 outperforms Alt2 on the reuse factor performance of HS cells throughout the whole cell size range. Therefore, we recommend that Alt 1 be the working assumption for PRACH sequence ordering in E-UTRA.
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