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I. Introduction
At the RAN1 49bis meeting, it was decided to use cyclic shifts of a single length 31 m-sequence for the S-SCH short code sequences [1]. However, there are two remaining issues to be resolved regarding the S-SCH structure: scrambling method and information mapping method. In this contribution, we discuss candidate methods and compare their performances in neighboring cell search using a synchronized 57-cell model. 
II. Short code mapping methods

Three types of mapping methods are considered in this contribution.
2.1. Remapping (Pseudo random mapping)
Let’s define 
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as four short binary S-SCH code sequences defined in a radio frame as shown in Fig. 1, where 
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is a cyclic shift index of the length-31 m-sequence and g is the cell group ID. If we define 
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as 31-ary mapping sequence which is used for the mapping of cell group g to the cyclic short codes, there are 170 sequences in the system. In order to maximize the second step detection probability, it is desirable to select 170 sequences which maximize the minimum Hamming distance. The set of 170 sequences has to have minimum distance of 3 for both original sequences, 
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and its second order cyclic shifted sequences, 
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. In [2, 3] different mapping sequence sets which satisfy this property were presented, respectively. In this contribution, we use the set used in [3] which defined as 
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where 
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is the cell group ID (0~169).
2.2. Swapping

With this method, the frame boundary is detected using swapping of two short sequences in the second S-SCH symbol position [4,5]. If we employ swapping method, then 
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. In this case, the minimum hamming distance is 2. We use 13 short sequences for the upper part short code and 14 short sequences for the lower part short code in the first symbol.
2.3. BPSK mapping
Whit this method, in the first S-SCH symbol position in a frame, the upper part short code and the lower part short code are modulated by +1 and -1, respectively. In the second S-SCH symbol position, they are modulated by –1 and +1 [9]. 
III. Scrambling methods 
There are three types of scrambling methods. We briefly describe the three scrambling methods in this section.
3.1. Scrambling type 0 (method based on the PSC index only)
Scrambling type 0 is based on the PSC sequence index [6], that is, the index of the scrambling sequence of S-SCH is one to one mapped to PSC index. Thus, there are 3 scrambling sequences in the system. Fig. 1 shows scrambling type 0. 
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is the binary scrambling sequence which is corresponding to the PSC index p. In the figure, we assume the length of the scrambling sequence is two times of the short code (i. e., 62). Two length 31 short scrambling sequences can also be used for the scrambling of S-SCH instead of single length-62 sequence but the performance is almost same. If we use cyclic shifted m sequence for the scrambling sequence, then the primitive polynomial should be different with the short binary sequence.
With this scheme, only one descrambling is required at the receiver since hypothesis testing for three uncertainties is already done in the first step and the remaining operation is the same as when we do not employ the S-SCH scrambling. Thus the complexity increase is negligible.

On the other hand, in the figure, 
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is the short binary sequence as mentioned in the previous section.
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Fig. 1. Scrambling type 0 (method based on the PSC index only)

3.2. Scrambling type 1 (Full PSC-specific scrambling + SSC-specific scrambling)
Another possible scrambling method is shown in Fig. 2. There are two kind of scrambling sequences; the first one is corresponding to the PSC index and used for the scrambling of whole S-SCH sequences and the second one is corresponding to upper short code index and used for the scrambling of lower part short code sequence. In the figure 
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 are the first and second scrambling sequence, respectively. 

With this method, more randomization is possible between neighboring cells than the scrambling type 0 but the receiver complexity become higher when we consider ML receiver.
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Fig. 2. Scrambling type 1 (Full PSC-specific scrambling + SSC-specific scrambling)

3.3. Scrambling type 2 (Half PSC-specific scrambling + SSC-specific scrambling)
The scrambling method in Fig. 3 is modification of scrambling type 1. In this scheme, the upper part scrambling sequence is decided by the PSC index but the lower part scrambling is just depends on the upper part short code [8].
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Fig. 3. Scrambling type 2 (Half PSC-specific scrambling + SSC-specific scrambling)
IV. Simulation conditions and results
We compare the above schemes in non-initial cell search environment using system level simulation. As many companies have already mentioned, non-initial cell search is much more important than initial cell search. Fig. 4 shows the cell configuration used for simulation. Synchronized network is assumed. Three different P-SCH sequences are allocated to three sectored cells within node B. The same S-SCH short code sequence is used for the three cells within a node B but different node Bs use different S-SCH sequences. We assumed random SSC allocation at each drop in the simulation. We assume that the simulated UEs are located in center node B (green part in Fig. 4). Although the UE is made to be geometrically located in center node B only, any cell among the 57 cells can be the home cell (serving cell) or a handover target cell. We assumed that the power from the target cell is smaller than the home cell. In the simulation, we calculate the search time to find strongest neighbor cell as shown in Fig. 4. The hitting of SSC short codes from neighboring cells and the ambiguity circumstance can be well described in this simulation model.
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Fig. 4. Cell configuration for non-initial cell search and sample condition for non-initial cell search performance evaluation
Fig. 5 shows the procedure of the non-initial cell search used in simulation. We assume that there is no neighbor list information from the serving cell. Since we assumed synchronized network, the coarse frame boundary is already known to UE, thus the search window size of the first step can be reduced to several times of CP duration and the number of hypotheses of the 2nd step is reduced to 1/2 compared with initial cell search case.  The target cell may or may not have the same PSC as the one in the home cell. Thus, the second step should be carried out for each timing output of the three first step branches. ML receiver in the second step is assumed for all schemes. Remaining simulation parameters are listed in the appendix A.
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Fig. 5. Non-initial cell search algorithm used in simulation (when the PSC number in home cell is 1)

Fig. 6 shows the simulation results according to different mapping methods for the given scrambling type. It is seen that the remapping scheme has the best performance when scrambling type 0 is employed. But when scrambling type 1 and 2 is employed, remapping scheme and swapping scheme have similar performances. It is also noticed that the BPSK mapping scheme has worst performance in all cases,
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(a) scrambling type 0
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(b) scrambling type 1
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(c) scrambling type 2

Fig. 6. Cell search time performances according to different mapping schemes
Fig.7 shows the simulation results according to different scrambling methods for the given mapping type. It is seen that the impact of different scrambling types to the performance is small in case of the remapping scheme. But the performance difference according to different scrambling types is a little bit large in case of swapping and BPSK mapping.
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(a) Remapping
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(b) Swapping
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(c) BPSK mapping
Fig. 7. Cell search time performances according to different scrambling types.
Finally Fig. 8 shows the performances of three schemes, that is, remapping with scrambling type0, swapping with scrambling type 1 and BPSK with scrambling type 1. In the figure, it is seen that the BPSK mapping has the worst performance. We can see that the remapping with scambling type 0 has almost same performance with swapping with scrambling type 1. This means that with remapping scheme less complex scrambling can be used.
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Fig. 8. Cell search time performance comparison.
V. Conclusions

In this contribution, we have investigated the mapping methods. We have applied various scrambling schemes for the simulation. Based on the simulation, we recommend “remapping method” as the SSC mapping method because the performance is similar or better than the other mapping methods even if it does not employ complex scrambling. By using the remapping method, we can minimize the number of scrambling sequences so the receiver complexity can be minimized. On the other hand, in order to get the similar performance with remapping scheme, complex scrambling schemes are required for the swapping scheme. BPSK mapping method has the worst performance even if complex scrambling scheme is employed. In addition, as the scrambling sequences we recommend the cyclic shifted versions of an m-sequence or two m-sequences but its polynomial should be different from that of the m-sequence used for the short S-SCH code.
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Appendix A. Simulation parameters

Table 1. Sequences for SCH

	S-SCH short sequences
	Cyclic shifts of a length 31 m sequence [1]

	S-SCH scrambling sequences
	Cyclic shifts of m sequences (length 31)

	Occupied subcarriers
	63 including DC

	P-SCH sequences for channel estimation
	Length-63 ZC [1]


Table 2. Simulation assumptions

	Transmission BW
	1.25 MHz

	Carrier frequency
	2 GHz

	Frequency offset
	0 Hz

	Sampling rate
	0.96 M samples/sec

	FFT size
	64

	Number of hypotheses in the 2nd step
	170 in neighbor cell search (synchronized network)

	Channel Model
	TU (6 paths)

	Antenna configuration
	1 Tx and 2 Rx 

	Antenna diversity
	No antenna diversity at Tx and EGC at Rx

	Channel estimation for coherent second step
	DFT based channel estimation using P-SCH

	S-SCH symbol averaging length
	2 symbols


Table 3. Multi-cell link level simulation assumptions
	Cellular layout
	19 node-Bs, 3-cell sites

	Antenna horizontal pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio

	Node-B transmission power
	43 dBm

	Node B antenna gain
	14 dB

	UE antenna gain
	0 dB

	UE noise figure
	9 dB

	Site to site distance
	500 m

	Propagation model
	128.1+37.6log10(R in km)

	Propagation delay 
	Applied

	Vehicle speed
	3 km/hr
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