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1. Summary
In Rel-6, both rate 1/2 and rate 1/3 CC are defined with constraint length 9 (i.e., 256 state). In Malta (March 2007) meeting, it was adopted as an working assumption that the L1/L2 DL control channel uses tailbiting 64-state convolutional codes. In [2], the generator polynomials used are as follows. For rate 1/2, the generator polynomial is g=[744; 554] (octal); for rate 1/3, the generator polynomial is g=[554; 624; 764] (octal).

This contribution studies the number of mother codes needed for CC. Simulation study shows that the higher code rates such as rate 1/2 and 2/3 can be obtained from a single mother code of rate 1/3. There is little degradation when compared with using both mother code rate 1/2 and 1/3. Thus it is proposed that:
Use rate 1/3 64-state tail-biting convolutional mother code for control channels.

Limiting the number of CC mother code to 1 has the benefit of simplifying the decoder. This is useful since the receiver may be required to perform up to 40 blind detections to find the control channel information for each subframe.

This study also shows that the rate matching algorithm proposed in [4] is effective in providing various effective code rates for the control channels.
2. Mother Code Rate 1/3 vs 1/2
Two effective code rates, 1/2 and 2/3 are studied for the DL control channels. The effective code rates are obtained (punctured if applicable) from three configurations: 
(a) 64-state tailbiting CC with mother code rate Rm=1/2. The generator polynomial is g=[744; 554] (octal) 
(b) 64-state tailbiting CC with mother code rate Rm=1/3. The generator polynomial is g=[554; 624; 764] (octal).
(c) 256-state tailed CC with mother code rate Rm=1/2 as defined in [1], for reference.

The simulation condition is AWGN channel, BPSK modulation, and using the rate matching algorithm of [4]. Two Viterbi decoding iterations are used if tail-biting. The information block sizes are byte-aligned for all bytes between 4 (=32 bits) and 25 bytes (=200 bits). 

Figure 1-3 plots the simulation results for FER = 10%, 1%, and 0.1%, respectively. The results show that there is less than 0.1 dB difference for FER=10% and 1% for both rate 1/2 and 2/3 for all the sizes. The largest difference is for rate 2/3 and FER=0.1%, which is still less than 0.2 dB for all sizes tested.
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Figure 1. Eb/N0 (dB) vs K (bits) for FER target of 10% with effective code rate 1/2 and 2/3. 
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Figure 2. Eb/N0 (dB) vs K (bits) for FER target of 1% with effective code rate 1/2 and 2/3. 
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Figure 3. Eb/N0 (dB) vs K (bits) for FER target of 0.1% with effective code rate 1/2 and 2/3. 
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