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1. Introduction
In the RAN1 #48bis meeting, we agreed on discontinuous RB allocation to a UE in downlink. As next step, we need to find a solution to reduce a number of control signaling bits in DL grant. This topic was already raised in e-mail discussion. As the answer to this, we have proposed the scheduling policy and the signaling way [1]. The general concept is to aggregate RBs and consider the aggregated RBs (called “RB group” here) as the smallest scheduling unit. Similar concept is proposed by other companies as well [2, 3]. In this contribution, we evaluate the user throughput which might be impacted by RB aggregation.
2. Simulation
2.1. RB Aggregation
In this section, we briefly explain the RB aggregation concept used in evaluation this time. The figure 1 shows examples of RB aggregation. Under this concept, several neighboring RBs are simply aggregated. The localized transmission is considered here. The scheduler allocates each UE some RBs with this RB group size.
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Figure 1: RB aggregation
2.2. Simulation Assumption
The table 1 shows system simulation parameters. A number of bits on PDSCH in a sub-frame is assumed to be the same among several RB group sizes. It means that control signaling overhead is not considered in this evaluation. The fixed RB aggregation is used, i.e., the RB group size is constant in all scheduling time instants and common among all UEs. The parameters in red in the table 1 indicate the parameters that if the assumption is changed, the results might be different from ones in this contribution.
Table 1: System simulation parameters
	Parameters
	Assumption

	Frequency
	2.0 GHz

	ISD
	500 m

	System bandwidth
	10 MHz (=50 RBs)

	Number of UEs
	10 /sector

	UE speed
	3 km/h

	Channel model
	Typical Urban (6 path)

	Number of Tx antennas at NodeB
	1

	Number of Rx antennas at UE
	2

	MIMO
	No

	Channel estimation
	Ideal

	CQI feedback
	Top-5 individual, 5 TTIs

	CQI band
	2 RBs (=360 kHz)

	CQI feedback delay
	2 TTIs (=2.0 msec)

	CQI estimation and feedback error
	· Measurement error: Gaussian zero-mean random variable

· Reporting error: 1.0e-3

	Traffic model
	Generation: constant, Length: constant

(Nearly full buffer)

	Scheduling
	Proportional Fairness

	Scheduling delay
	1 TTI (=1.0 msec)

	HARQ
	Chase Combining

	MCS level
	0: QPSK, 1/8

1: QPSK, 1/4

2: QPSK, 1/2

3: QPSK, 2/3

4: 16QAM, 1/2

5: 16QAM, 2/3

6: 64QAM, 1/2

7: 64QAM, 3/5

8: 64QAM, 2/3

9: 64QAM, 3/4


2.3. Simulation Results
The figure 2 shows the user throughput with RB group size. The table 2 summarizes the throughput degradation compared to no RB aggregation.
The degradation in 2 RBs aggregation is almost zero from no aggregation. It is reasonable result when we consider that CQI band corresponds to 2 RBs and traffic model is nearly full buffer. If we use realistic traffic model, the degradation might be seen by over-assignment of RB due to large granularity. In case of 3 and 4 RBs aggregation, we see the degradation which is less than 10 %. Therefore, we need a trade-off between small control signaling overhead and throughput degradation.
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Figure 2: User throughput of each RB group
Table 2: User throughput degradation

	
	Throughput degradation [%]

	
	1 RB
	2 RBs
	3 RBs
	4 RBs

	50%-tile point
	-
	0.0
	8.0
	9.7

	95%-tile point
	-
	0.0
	2.9
	5.5


3. Conclusion
We evaluated the user throughput impacted by RB aggregation. The RB aggregation is needed to reduce a number of control signaling bits for RB allocation information. However, we should carefully confirm how many RBs we can aggregate from the throughput degradation point of view. From the simulation results, we didn’t see throughput degradation in case of fixed 2 RBs aggregation under the nearly full buffer model. We saw the degradation which is less than 10 % in case of fixed 3 and 4 RBs aggregation. Therefore, we need a trade-off between small control signaling overhead and throughput degradation. It should be noted that if we use flexible RB aggregation method (i.e., dynamically change RB group size with UE specific) proposed in [1-3], the degradation might be mitigated.
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