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1. Introduction
The details of P-SCH design for the E-UTRA are yet to be decided: 
1. P-SCH structure in time-domain: repetition factor
2. Primary SYNC code (PSC) design: sequence choice and generation 

In [1], the time-domain Zadoff-Chu design was studied and compared to the Golay-based design assuming 2x repetition. Since Golay sequences result in high cross-correlation except within the complementary pair (see, e.g. [2]) and exhibits significant variation in frequency domain,  they are not preferred. The cross-correlation property becomes even more critical since the PSC carries the cell ID [3]. Moreover, flat frequency spectrum is advantageous for coherent S-SCH detection. 

In regard of the performance of 1x vs. 2x repetition, the coarse timing acquisition performance was studied in [4]. It was demonstrated that there is no significant difference (<1dB SNR) in terms of performance despite the existence of 2 secondary peaks in the auto-correlation profile  for the 2x repetitive structure. 

In this contribution, we compare the following ZC-based P-SCH designs:

1. Time-domain ZC [1, 5]: no (1x) repetition and 2x repetition

2. Frequency-domain ZC [6]: no (1x) repetition and 2x repetition

Using the cell search time as the performance measure, we observe the following:
· While there is no significant difference in performance between the time- and frequency-domain designs, time-domain design is more advantageous from complexity perspective. 
· For non-initial cell search, there is no significant performance difference between non-repetitive and 2x-repetitive structures. For initial cell search, however, the 2x-repetitive structure offers significantly better performance due to more accurate frequency offset estimation.

Hence, we recommend the use of time-domain ZC design with 2x time-domain repetition. A good set of ZC root sequences are also provided.  
2. The ZC-based P-SCH Designs
To select the 3 PSCs, the following requirements shall be taken into account in the sequence design:

1. The sequences should be designed such that the resulting time-domain P-SCH symbols have minimum cross-correlation and each of the sequences possesses good auto-correlation profile. 

2. Designs that result in lower computational complexity (for step 1) are desirable. 

3. Since P-SCH is also used to provide channel estimation for coherently demodulating the S-SCH, sufficiently flat frequency domain characteristic is desirable. 

All the ZC-based designs satisfy property 3. Hence, we focus on property 1 and 2 for comparing the 4 design alternatives.
2.1. Time-Domain ZC-based Design with 2x Repetition
The time-domain ZC-based design was first proposed in [5]. Defining the length-
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Hence, cross-correlation between the received signal and two of the PSCs can be computed simultaneously when two of the three PSCs are selected according to (1). For example, when 
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(2) 
Another level of complexity reduction can be obtained by replacing the full sequence correlation with the sign correlation. The sign correlator associated with the complex-valued sequence 
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Hence, by using the sign correlator, multiplication can be avoided. 
We now investigate three different 3-PSC sets in terms of their correlation properties. Both full and sign correlations are used to compare the sets. Cyclic correlation is assumed.
1. Set 1: N=36 with M={1, 17, 35} 

2. Set 2: N=36 with M={1, 5, 35} 
3. Set 3: N=35 with M={1, 2, 34}

The resulting correlation profiles are given in Appendix A. The maximum sidelobe for the auto-correlation and the maximum cross-correlation are summarized in Table 1 below. From Table 1, it can be inferred that Set 3 is the preferred set. One can also construct another set based on N=37 and truncate the length to 36 to avoid any potential spill-over in the frequency mask. This, however, destroys the flatness in the frequency response. 

Table 1. Correlation property of different sets of ZC sequences

	Set
	Full Correlation
	Sign Correlation

	
	Auto-corr. sidelobe
	Cross-corr.
	Auto-corr. sidelobe
	Cross-corr

	
	Average
	Maximum
	Average
	Maximum
	Average
	Maximum
	Average
	Maximum

	1
	0.0278
	0.0278
	0.1067
	0.6877
	0.0626
	0.1555
	0.1218
	0.6888

	2
	0.0278
	0.0278
	0.1096
	0.4283
	0.0626
	0.1555
	0.1251
	0.5094

	3
	0.0286
	0.0286
	0.1656
	0.1974
	0.0730
	0.1646
	0.1592
	0.3041


As mentioned in [7], an interpolator is needed for any time-domain P-SCH design. In practice, a polynomial interpolator can be used to implement low-complexity interpolation regardless of the interpolation factor (see, e.g. [8-10]). 

2.2. Time-Domain ZC-based Design with 1x Repetition
The above design can also be performed without the repetitive structure. The same complexity advantage is obviously preserved. It can also be demonstrated that the length-71 ZC sequences with M={1, 2, 70} result in good correlation properties (auto- and cross-correlation). 
2.3. Frequency-Domain ZC-based Design with 2x and 1x Repetition
For the frequency-domain ZC design, the ZC sequences are defined in the frequency-domain where they occupy the center 72 sub-carriers. While a set of 3 sequences with good correlation properties can be found for the 1x and 2x repetitive P-SCH structures,  the sequence symmetry in (1) is no longer preserved due to the insertion of guard sub-carriers. Hence, the first-level complexity saving given in (1) does not apply. 
It can be demonstrated that the following combinations result in good correlation properties (auto- and cross-correlation) for the frequency-domain ZC design:

· 1x repetition: Length-71 ZC sequences with M={1, 35, 70} 

· 2x repetition: Length-35 ZC sequences with M={1, 15, 34}
3. Performance Comparison
In this section, we look into the performance of the 4 ZC-based design candidates.
3.1. Analysis: 1x vs. 2x repetition
Since the 2x-repetitive structure results in 2 secondary peaks in the auto-correlation profile, the timing acquisition performance of the 2x-repetitive structure is expected to be worse than that of the non-repetitive structure. However, as demonstrated in [4], the resulting  performance difference is small in any scenario. For example, with no frequency offset and around -10dB SNR, the timing detection performance of the 2x-repetitive structure is 0.3 to 0.6-dB worse compared to the non-repetitive structure (assuming 1 CP width as the valid timing region). Hence, the degradation in non-initial cell search performance due to the secondary peaks is expected to be small. This will be demonstrated in Section 3.2.
The second aspect is related to the frequency offset estimation for the initial cell search. After obtaining the timing estimate 
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Here 
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 are the number of P-SCH symbols used for averaging, the number of UE receive antennas, and the FFT size, respectively. 
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 denotes the received signal corresponding to the p-th P-SCH symbol of the q-th UE antenna. For simplicity assume that 
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Note that the quadratic noise terms (not shown) exist in both cases. From (6), it is apparent that depending on the frequency offset value, 
[image: image23.wmf]4

0

2

2

1

h

N

C

x

£

£

 whereas 
[image: image24.wmf]2

2

2

h

N

C

x

=

for a single-path channel. That is, 
[image: image25.wmf]x

C

1

 may become arbitrarily small when 
[image: image26.wmf]O

F

 is close to 
[image: image27.wmf]NT

/

2

. The same can also be inferred for multi-path channel. Hence, the 2x-repetitive structure is more consistent in terms of providing accurate frequency offset estimation. 
3.2. Cell Search Performance Comparison
To measure the cell search performance, the average cell search time is plotted against the percentile over the cell edge UEs. This corresponds to the initial cell search performance of the worst UEs (5-ppm offset) and reflects the scenario for neighboring cell search (0.1-ppm offset). Both asynchronous and synchronous scenarios are simulated. Coherent S-SCH detection is assumed as it was demonstrated superior to non-coherent detection. The simulation assumptions are given in Appendix B. Note that frequency offset estimation and correction are only performed for the initial cell search. The results with full correlator are given in Figure 1 and 2 for asynchronous and synchronous networks. The results with sign correlator can be found in Appendix C which lead to the same conclusion. Observe that:
· Time-domain vs. frequency-domain ZC: There is no noticeable performance difference. This is expected since the CAZAC properties tend to be preserved in both domains.

· 1x vs. 2x for initial cell search (5-ppm offset): The cell search time associated with the non-repetitive structure is between 2x and 3x higher compared to the 2x-repetitive structure. 
· 1x vs. 2x for non-initial cell search (0.1-ppm offset): There is no noticeable performance difference.  This is consistent with the finding in [4], where the difference in timing acquisition accuracy is small.
4. Conclusions
In this contribution, we compare 4 candidates of Zadoff-Chu-based P-SCH designs based on the time-domain repetition structure and the definition domain of ZC sequence. We observe the following:

· While there is no significant difference in performance between the time- and frequency-domain designs, time-domain design is more advantageous from complexity perspective. The additional complexity saving of the time-domain design comes from the symmetry across ZC root sequences.
· For non-initial cell search, there is no significant performance difference between non-repetitive and 2x-repetitive structures. For initial cell search, however, the 2x-repetitive structure offers significantly better performance due to more accurate frequency offset estimation.

Hence, we recommend the use of time-domain ZC design with 2x time-domain repetition, length-35 and M={1, 2, 34}
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Figure 1. Cell search time comparison for asynchronous network: full correlator 
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Figure 2. Cell search time comparison for synchronous network: full correlator 
Appendix A: Correlation Property of Three ZC Sets
The correlation properties of sequence Set 1, 2, and 3 in Section 3.2 are given in Figure 2, 3, and 4.
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Figure 3. Full auto- and cross-correlation for TD ZC with N=36: (a) M={1, 17, 35}, (b) M={1, 5, 35}
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Figure 4. Sign auto- and cross-correlation for TD ZC with N=36: (a) M={1, 17, 35}, (b) M={1, 5, 35}
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Figure 5. Full and sign correlations for TD ZC with N=35 and M={1, 2, 34}
Appendix B: Simulation Assumptions

The simulation assumptions are given in Tables B1 and B2 below. 

	Parameter
	Assumption

	Bandwidth
	1.25 MHz

	Carrier frequency
	2 GHz

	Channel Model
	Typical Urban 3 kmph

	CP size
	Short

	No. TX and RX antennas
	1 TXA, 2 RXAs, uncorrelated

	Frequency offset 
	±0.1 ppm and ±5 ppm (maximum):  frequency offset is modeled as a uniform random variable. 

	Timing detection algorithm
	2-part replica-based


Table B1: Link Level Simulation Assumptions

	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Minimum distance between UE and cell site
	35 m

	Site-to-site distance
	0.5 km, 1.732 km, 3.464 km (represent cell radius of 300m, 1km, 2km) 

	Antenna pattern
	70-degree sectored beam

	Total BS Tx power
	43 dBm

	Distance dependent path loss
	ISD=0.5km, 1.732km: 128.1 + 37.6log10(d) (14dBi Node B antenna gain and  hNB = 15m)

ISD=3.464 km: Okumura-Hata model with 20dBi Node B antenna gain and hNB = 30m

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	No. UE’s dropped within the cell
	500 (uniformly), each drop is simulated over 10,000-20,000 fading realization


Table B2: System Simulation Parameters
Appendix C: Multi-cell simulation results with sign correlator
The results with sign correlation are given here. The same trend is observed. It can also be inferred that the performance loss relative to the full correlator is marginal.
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Figure 6. Cell search time comparison for asynchronous network: sign correlator 
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Figure 7. Cell search time comparison for synchronous network: sign correlator 
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