Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG1 #48bis
R1-071xxx
March 26th-30th, 2007

St. Julian’s, Malta

Agenda item: 
7.9.1
Source: 
QUALCOMM Europe
Title: 
Link Analysis for 4x2 and 4x4 Precoder Set Decision
Document for:

Discussion and Decision
1
Introduction
Several types of precoding matrices are proposed for 4x2 and 4x4 DL precoding in LTE. In this document, we evaluate the link performances of some of the proposed precoding matrices for 4x2 and 4x4 MIMO to see whether we can narrow down the candidate proposals. The following precoding matrices are considered in the analysis:

· 1 Identity: A single identity matrix with column subset selection [1] – {4, 6, 4, 1} precoders for rank {1, 2, 3, 4}
· 1 DFT: A single DFT matrix with column subset selection [1] – {4, 6, 4, 1} precoders for rank {1, 2, 3, 4}
· 4 DFT: Four rotated DFT matrices with column subset selection [1] – {16, 24, 16, 4} precoders for rank {1, 2, 3, 4}
· 16 HH: Constant-modulus Householder matrices [2][7] – {16, 16, 16, 16} precoders for rank {1, 2, 3, 4}

For the 4 transmit antennas, the identity precoding matrix is defined by 4x4 matrix with the (m,n) element of
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, m = 0,1,2,3; n = 0,1,2,3.
The DFT precoding matrix is defined by the 4x4 matrix with the (m,n) element of
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, m = 0,1,2,3; n = 0,1,2,3.
The G (=4) rotated DFT precoding matrices for 4 transmit antennas are defined by G 4x4 matrices, where the gth precoding matrix has the (m,n) element of
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, m = 0,1,2,3; n = 0,1,2,3; g = 0,1,…G-1.
For the rank adaptation of all the three types of precoding above, we assume that UE selects the best column subset (i.e., the best sub-matrix) of the selected square precoding matrix that maximizes the sum-capacity, which is consistent with the 2x2 precoder design [5].

On the other hand, the constant-modulus Householder precoding matrices for 4 transmit antennas in the analysis are defined by [2] and [7]. We simulated two sets of constant-modulus Householder precoding codebooks:
1) 16 HH (old) [2]

· Rank 1 – 16 vectors (4x1) in Appendix II of [2] 

· Rank 4 – 
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 be one-to-one mapped to one of the rank 1 precoder [2]
· Rank 2 and Rank 3 – The first 2 and the first 3 column vectors of rank 4 precoder, respectively [2].

2) 16 HH (new) [7]

· Rank 1 – 16 vectors (4x1) in Table A1-1 of [7] 

· Rank 4 – 
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 be one-to-one mapped to one of the rank 1 precoder [7]
· Rank 2 – 16 4x2 matrices in Table A2-1 of [7]
· Rank 3 – The first 3 column vectors of rank 4 precoder [7].

Note that the total number of precoders (counted across all ranks) is 15 for the single identity precoding, 15 for the single DFT precoding, 60 for the 4 rotated DFT precoding, and 64 for constant-modulus Householder precoding.
For a low rank transmission, the total energy allocated to data tones is evenly divided and allocated only to the active (virtual) antennas. In practice, the constant-modulus precoding (DFT, rotated DFT, constant-modulus Householder matrix) can always accomplish the energy reallocation without any loss but the non-constant-modulus precoding (e.g., identity matrix) is likely to suffer from an additional RF switching/combining loss for it. 
2. Simulation Set-up

The channels models used for the analysis in this document are

· Two polarized antenna pairs with 
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 separation at Node B and a polarized antenna pair at UE – 4x2 SCM-B [3] (Case 3 in [6])
· 4x4 spatially uncorrelated channel with the SCM-C (urban macro) [3] delay profile (Case 1B in [6])
· Two polarized antenna pairs at Node B and UE with no spatial correlation between the cross-pole pairs and SCM-C [3] polarization matrix and delay profile (Case 4 in [6])
Other channel models such as uniform and non-uniform linear array with different antenna spacing will be investigated in the companion document [4].
Table 1 describes the numerology and the resource allocation for the link throughput simulation. Transmitter, channel, and receiver configurations are as follows:

· 4x2 and 4x4 antenna configurations
· Fixed codeword to layer mapping 
· Rank 1: CW1 to 1st layer
· Rank 2: CW1 to 1st layer, CW2 to 2nd layer
· Rank 3: CW1 to 1st layer, CW2 to 2nd and 3rd layers
· Rank 4: CW1 to 1st and 2nd layers, CW2 to 3rd and 4th layers)
· CPICH structures in [5]
· CPICH and data have the same energy per tone per antenna for the full rank data transmission, and the total energy allocated to data tones is evenly divided and allocated only to the active (virtual) antennas for the lower rank transmission 
· Bandlimited white interference and noise

· 5MHz system BW and 3km/h mobility
· Channel estimator length – 15 OFDM symbols

· Feedback delay for CQI and preferred precoding (sub)matrix – 3 TTIs (or, 3ms)
· Generation of CQI and preferred precoding (sub)matrix – Modulation order constrained (up to 64QAM) capacity formula based effective SINR method averaging the MMSE output SINR of individual tones

· Number of parallel H-ARQ processes – 6

· Maximum number of retransmissions – 4 (including the first transmission)

· Adaptive H-ARQ BLER control – 10% BLER target after the first transmission 

· Signal detection – LMMSE
· Sub-band scheduling – 5 sub-bands are assumed in 5MHz system BW, each of which having 5 resource blocks (i.e., 900 kHz BW).
· Data transmission bandwidth and number of data symbols – 5 resource blocks, 11 OFDM symbols (4th – 14th symbols) per TTI 
	Slot duration
	0.5 ms

	Subframe duration
	1 ms

	Symbols / Subframe
	14

	FFT size
	512

	Tone spacing
	15 KHz

	Flat guard samples 

(Number of symbols)
	29 (4)

28 (3)

	Flat guard period 

(Number of symbols)
	3.78 µs (4)

3.65 µs (3)

	Window length 

(Number of samples)
	1.04 µs (8)

	Guard tones per symbol
	212

	Pilot Allocation
	See TS 36.211. [5]

	Data Allocation
	5RBs

	Sub-band size (CQI reporting unit)
	900 kHz (5 RBs)

	RB size
	180 kHz (12 tones)


Table 1
Evaluation Numerology 
	Packet format index
	Spectral efficiency per antenna on the

 1st transmission

(bits/tone)
	Modulation order

	0
	0.259
	2

	1
	0.396
	2

	2
	0.487
	2

	3
	0.579
	2

	4
	0.703
	2

	5
	0.841
	2

	6
	0.969
	2

	7
	1.118
	2

	8
	1.278
	2

	9
	1.444
	4

	10
	1.754
	4

	11
	1.971
	4

	12
	2.204
	4

	13
	2.447
	6

	14
	2.683
	6

	15
	2.922
	6

	16
	3.296
	6

	17
	3.571
	6

	18
	3.828
	6

	19
	4.115
	6

	20
	4.399
	6

	21
	4.681
	6

	22
	4.961
	6

	23
	5.224
	6

	24
	5.461
	6

	25
	5.653
	6

	26
	5.801
	6

	27
	5.801
	6

	28
	5.801
	6

	29
	5.801
	6

	30
	5.801
	6

	31
	5.801
	6


Table 2
MCS Table
Table 2 describes the MCS format table used for adaptive modulation and coding of each layer, which is composed of 32 entries (but the last 5 entries are reserved). Thus, we may allocate 5 bits for the CQI description of each codeword. In order to reduce the CQI feedback overhead, we allocated a 5-bit full CQI with 1dB granularity for the 1st codeword and a 3-bit differential CQI with 2dB granularity for the 2nd codeword.  
When a low rank transmission occurs using a sub-matrix of the identity precoding matrix, we assumed that the total power can be redistributed only to the active antennas without any power loss, which is an optimistic assumption favorable to the identity matrix. 

3. Simulation Results

Figures 1 compares the throughput performances among 1 Identity, 1 DFT, 4 DFT, 16 HH (old) [2] and 16 HH (new) [7] schemes in the 4x2 SCM-B channel model [3]. As we observe in the figures, 4 DFT and 16 HH (new) schemes show significant performance gains over the 1 Identity system through a wide geometry range. Even 1 DFT scheme outperforms the 1 Identity scheme by 1.5-2.0dB. The 16HH (old) scheme provides a performance gain similar to that of the 4 DFT scheme in the low geometry, but it does not show any gain over the 1 Identity scheme in the high geometry. In order to confirm the trend in other 4x2 channels, we carried out the similar comparisons in the 4x2 SCM-A channel model [3], which is shown in Figure 4 in Appendix. The 16HH (old) scheme turned out to provide an unsatisfactory performance in the high geometry in the SCM-A channel as well. The 16 HH (new) scheme significantly improves the 4x2 performance in the high geometry by marginally degrading the performance in the low geometry with respect to the 16 HH (old). The 4 DFT and 16 HH (new) scheme consistently shows much better performances than other precoding schemes, but the 1 DFT scheme may also be a promising candidate in consideration of the trade off between performance and feedback overhead.

Figures 2 and 3 compare the above four precoding schemes in the 4x4 channel models with SCM-C delay profile [3]. Figure 2 shows the case of spatially uncorrelated 4x4 channel and Figure 3 shows the case of two cross-pole pairs in Node B and UE with no correlation between the cross-pole pairs, SCM-C polarization matrix, and SCM-C delay profile [3]. In both channel models, the five precoding schemes show almost the same performance.

The simulation results in Figures 1-4 show that the rotated DFT matrices and the 16 HH (new) matrices provide similar performances in the 4x2 and 4x4 DL precoding (4 DFT is slightly better than 16 HH (new) in 4x2), and they significantly outperform the Identity matrix in the 4x2 DL precoding. In terms of performance vs. control overhead or complexity, 1 DFT matrix is also a promising candidate. 

Considering that the nested structure was agreed upon to minimize the precoder evaluation complexity (e.g., in calculating CQI) by maximally reusing the intermediate results obtained in a lower rank evaluation for a higher rank, the irregular inclusion of the rank-2 sub-matrices in the 16HH (new) codebook generation [7] inefficiently increases the complexity in spite of the preservation of the nested structure – e.g., rank 3 evaluation (such as covariance matrix inversion) cannot be fully described in a simple algebraic form by using the intermediate results obtained in the rank 2 evaluation step. 
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Figure 1
Throughput (kbps) vs. geometry (4x2, 3km/h, SCM-B, CQI reporting delay = 3ms, CQI reporting bandwidth unit = 5 RBs, scheduled bandwidth = 5 RBs)
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Figure 2
Throughput (kbps) vs. geometry (4x4, 3km/h, spatially uncorrelated channel, SCM-C delay profile, CQI reporting delay = 3ms, CQI reporting bandwidth unit = 5 RBs, scheduled bandwidth = 5 RBs)
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Figure 3
Throughput (kbps) vs. geometry (4x4, 3km/h, two cross-pole pairs with zero correlation between the cross-pole pairs, SCM-C polarization matrix and delay profile, CQI reporting delay = 3ms, CQI reporting bandwidth unit = 5 RBs, scheduled bandwidth = 5 RBs)

4. Conclusions

In this contribution, we analyzed the throughput performances of several precoding matrices (Identity, DFT, rotated DFT, constant-modulus Householder) in various channel models, assuming a frequency selective scheduling with the subband size of 5RBs.
The link simulation results show that rotated DFT matrices and constant-modulus Householder matrices (optimized according to [7]) provide similar performances and significantly outperform the physical antenna selection codebook (Identity matrix) for 4x2 DL precoding. All the simulated precoding matrices show similar performances for the 4x4 DL precoding. The single DFT matrix may also be a promising compromise between precoding gain and control overhead or complexity.
5. Appendix
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Figure 4
Throughput (kbps) vs. geometry (4x2, 3km/h, SCM-A, CQI reporting delay = 3ms, CQI reporting bandwidth unit = 5 RBs, scheduled bandwidth = 5 RBs)
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