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1 Introduction
We proposed a method for uplink power control for LTE in [1].  It was emphasized in that document that in order to operate the LTE uplink with link adaptation (this we understand is the working assumption), it is necessary for the scheduler to be able to predict with some reliability, the intercell interference that will be observed in the forthcoming uplink scheduled TTI.  Without such knowledge, link adaptation becomes futile in a packet-scheduled bursty system as is characterized by the typical use cases for next generation wireless data systems.
Unfortunately, the schedulers in LTE will not have any direct knowledge of the instantaneous scheduling decisions made by other cells, nor will they have knowledge of the pathloss matrix that exists between all UEs and all eNode-Bs in the system.  Thus, in this distributed scheduling model, it is essential that each cell’s scheduler is not overly aggressive towards its neighbours.

The power control method we proposed was a scheduler-centric approach in which the scheduler has control over:
· The MCS that the UE will transmit

· The target SNIR at the receiver (effectively, a power grant component)

Intercell interference (or IoT) is pro-actively (note: as opposed to retrospectively) controlled by the scheduler in each cell.  In line with the absence of a soft handover architecture in LTE, each cell controls only those UEs for whom it is the serving cell.  This means that each UE does not need to demodulate and decode messages from other cells unlike other proposals (e.g. [5],[6],[7]) which rely on SHO-based architectures to control IoT.
IoT control is thus effected by each scheduler simply by responding to a pathloss-based measurement made by the UE (for simplicity we refer to this hereon as an “uplink CQI”).  The uplink CQI value is formed using reference signal measurements such that the UE may estimate the pathloss coupling between its serving cell link and (e.g.) the worst case neighbour link.  A high coupling (low pathloss difference) indicates a low geometry situation in which the UE has the potential to interfere substantially with a neighbour cell.  Conversely, a low coupling (high pathloss difference) indicates a high geometry situation in which the UE has less potential to interfere with a neighbour cell.  By assigning a lower SNIR target (lower power grant) to the UE who is experiencing low geometry, and a higher SNIR target to the UE in high geometry, intercell interference may be maintained at a steady level.
The benefits of maintaining a steady or predictable IoT are:
1. the network may be properly planned and designed for a given outage / coverage

2. the scheduler can predict interference levels and so link adaptation becomes feasible

Importantly, both of these must apply even though the scheduler has no knowledge or control over which UEs have been scheduled in other cells and without a need for UEs to demodulate and decode out-of-cell power control commands.
In [1], we outlined two possible approaches for setting the UE power (there may be others).  The first is based on the worst-case neighbour cell only whereas the second takes account of the pathlosses seen to all non-serving cells.

As an example of the first approach, Figure 1 shows a UE transmitting such that the C/N observed at the neighbour cell is held at a constant allowable value.  The C/N at the serving cell will change in accordance with the UEs uplink “geometry” and will be exploited by link adaptation.
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Figure 1
Formally represented, this may be realised by setting the UE transmit power such that:
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(1)
… where:

Pi is the transmit power of the ith UE

Pmax is the maximum UE transmit power

(0 is the constant representing the target C/N that the transmission from the UE must not exceed in a neighbour cell

Nt is the thermal noise level

gij is the path gain from UE i to any cell j
k is the serving cell for the ith UE

The uplink received C/N for the ith user in its serving cell k is simply Pi.gik such that:
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(2)
Generally speaking therefore the uplink received C/N in the serving cell is proportional to the ratio of the path gain to the serving cell and the path gain to the strongest neighbour cell.

In the second approach, the power of the UE is set such that the linear sum of the powers received at non-serving cells is held at a constant value such that:
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and:
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(4)
Figure 2 shows an example to illustrate further.  For diagrammatical ease, the example focuses on the first approach (worst-case neighbour cell).  The pathloss to the serving cell (blue line) and a neighbour cell (green line) are shown.  In the absence of other significant neighbour cells, the transmit power of the UE is adjusted such that the received signal level at the neighbour cell is constant.  The UE transmit power may be viewed as the summation of two separate components, i) a serving cell pathloss compensation part and ii) a received-SNIR target grant on top of this which is adjusted by the scheduler according to the difference in pathloss between the serving cell and neighbour cell links.  This can be seen in the bottom figure in which the received C/N at the serving cell is proportional to the difference in loss between the two links.  This is then exploited via link adaptation in the conventional manner.
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Figure 2
2 Simulation
For the proposed scheme, we simulate IoT levels for cases 1 and 3 of [2] under random user selection scheduling.  Random user scheduling is considered to closely represent a realistic scenario in which there are many active connected users (e.g. 400 as mentioned in [3]), especially considering modern day usage profiles for ‘always-on’ bursty wireless data.  We drop 500 users per sector and select for each RB, one user per cell at random in each scheduling instant.  We assign the transmit power for each ith UE according to equation [1] and calculate the IoT observed at each receiver and at each scheduling instant.  We simulate an arbitrary (0 target of 0dB per UE for both of the approaches discussed in section 1 (i.e. those represented by equations (1) and (3)).
For comparison we simulate the partial pathloss compensation (“PPC”) scheme documented in [4].  We also simulate the case of no uplink power control (which is in fact the same as PPC with (=0).
For the PPC scheme we assume Rmin = 0.01 and PLx-ile = 120dB* and 140dB* to represent the 5%’ile worst-case pathloss for deployment cases 1 and 3 respectively.  As it seems necessary to parameterise the PPC algorithm for particular pathloss models etc… we simulate a range of (=0, (=0.5, (=0.8, and (=1.0.
[* Note that PLx-ile is linearlised beforehand however].
The results are shown in Figure 3 and Figure 4.
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Figure 3 – Case 1 IoT CDFs
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Figure 4 – Case 3 IoT CDFs
The variance in IoT levels in case 1 are high for the PPC scheme.  Swings of between 12dB and 17dB are observed between the 5th and 95th percentiles depending on the parameterisation changes (different ().  This would effectively preclude the use of link adaptation for the LTE uplink due to the fact that the scheduler cannot predict IoT levels with reasonable accuracy.  For case 3, the situation is improved for the PPC scheme but still swings of 6dB ((=1) to 16dB ((=0) are observed between the 5th and 95th percentiles.  The general issue here is that the PPC scheme adjusts the UE transmit power based only upon serving cell pathloss yet a power control scheme that does not respond to neighbour cell pathloss cannot control IoT levels.  This explains the long distribution tail in upper portion of the CDFs for the PPC scheme.
For the proposed IoT control schemes, IoT variation is substantially lower and is limited in both case 1 and case 3 even for this randomised user scheduling scenario.  The 5th and 95th percentiles are separated by 4dB for approach 1 and by 3dB for approach 2 in both case 1 and case 3 deployments.  This allows for uplink MCS selection to function more accurately and so link adaptation may continue to be used for the uplink.  Furthermore, the system does not need to be parameterised according to deployment pathloss characteristics and can be used in non-homogeneous cellular layouts.

3 Closing the loop in E-UTRAN 
The proposed IoT control method described above will inevitably exhibit some loop error when, for example, loadings in each cell are uneven+ and in the presence of measurement error and delay.

+The algorithm assumes that neighbour cells will schedule UEs (i.e. it assumes high loading) and is thus conservative when loadings are persistently lower.
Although such loop error may be compensated for via MCS changes in each cell (higher interference ( lower MCS), it is better to fix the interference problem at source when possible.  In this regard, and as suggested in [1], a slower RRM co-ordination between eNode-B’s could be used to correct for error or bias in the open IoT control loop.  This also allows for compensation of average loading changes between cells.
It is envisaged that this would take place over e.g. the X2 interface and would involve relatively slow communication of load measurements between cells (or to a centralised RRM server function) such that the target levels of UL intercell interference as used by each scheduler may be adjusted in response to uneven cell loading.

4 Conclusion

Under a distributed scheduling model with bursty data, IoT control is considered to be an essential component of the E-UTRA uplink in order to allow for correct functioning of UL link adaptation and to enable appropriate network dimensioning / planning for coverage.

A simple pathloss-metric-driven uplink power control scheme is proposed in which the serving cell scheduler is able to pre-emptively restrict the impact of its allocations on neighbouring cells, thereby enabling accurate control of IoT.  The scheme requires little standardisation except to facilitate reporting of the necessary pathloss-difference measurement on uplink and to provide for control on downlink of the allocated power grant (SNIR target set point).  The pathloss metric is based on neighbour cell strength measurements which are expected to be available in the LTE UE receiver to enable handover.
Simulations reveal that by using the proposed method, accurate IoT control may be achieved even under a worst-case random-user-scheduling scenario.  The IoT is controlled without the need for transmission of overload indicators and thus avoids the need for UEs to read commands from non-serving cells.  It is understood that this is more in-line with the philosophy of a non-SHO-based LTE architecture.

The partial pathloss compensation scheme of [4] was also simulated and found to exhibit unacceptably high IoT variation.  It is believed that link adaptation could not function in such a situation and may need to be disabled for some deployments.
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