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1 Introduction
According to TR25.913 [1], the system should support an instantaneous downlink peak data rate of 100Mb/s within a 20 MHz downlink spectrum allocation (5 bps/Hz) and an instantaneous uplink peak data rate of 50Mb/s (2.5 bps/Hz) within a 20MHz uplink spectrum allocation. To satisfy the requirement, 3GPP LTE WG1 has discussed the parallel TC decoding intensively. In [3] and [4], it was addressed that Rel’6 TC can fully support parallel decoding without any modification of the standard. In [5], H/W complexity analysis was performed to compare between Rel.6 PIL and new contention-free interleaver (CF I/L) candidates. Because in [5], multiple PIL index generation circuits are mentioned as the method of implementing parallel TC decoder using PIL for the comparison, H/W complexity of Rel’6 PIL is higher than other candidates. However, there are other much simpler schemes in implementing parallel turbo decoder using PIL. In this contribution, we will provide an example of the way of simplifying parallel TC decoder using PIL by introducing memory access scheme using inter- and intra-row permutation rather than multiple PIL index generation circuits. In section 2, two methods of implementing parallel TC decoder using PIL are explained, and in section 3, the comparison of two schemes and its conclusion will be summarized. 
2 Implementation of parallel turbo decoder using Rel.6 PIL
2.1 PIL implementation with multiple PIL index generation circuits
The parallel decoding method using PIL was proposed in [3] and [4]. In those contributions, it is assumed that each row of the storage memory is composed of a memory bank to support parallel TC decoder using PIL. The parallel processors of the first component decoder(DEC1) access the memory banks in parallel manner. On the other hand, the processors of the second component decoder(DEC2) require multiple PIL index generation circuits, because the staring index among PIL index should be assigned for each processor of DEC2 to access the storage memory with PIL index in parallel manner. 
Figure 1 REF _Ref156058273 \h 
 shows an example of PIL implementation with multiple PIL index generation circuits, where the information length, K is 40, and the parallel degree, P is 5. 
· Each processor of DEC1 is connected to its own memory bank and accesses the memory bank sequentially. 
· The processors of DEC2 are connected to 5 of identical PIL index generation circuits. 
· Each processor of DEC2 accesses the storage memory with PIL index from its assigned starting index of 39, 11, 30, 2 and 16. 
· In the storage memory, the numbers represent row-wise memory address. 
· Each colour in the storage memory indicates the addresses for each processor of DEC2. 
With the structure of Figure 1 REF _Ref156058273 \h 
 \* MERGEFORMAT , PIL implementation with multiple PIL index generation circuits requires additional 3K gates per MAP decoder[5]. In addition, in case of P<R, this implementation method requires R-to-P routing network, resulting in additional complexity to implement. 
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Figure 1. An example of PIL implementation with multiple PIL index generation.

(Information length K=40, Parallel degree P=5)
2.2 Simplified PIL implementation
In this section, we introduce a Rel.6 PIL implementation with simple control circuits. For simple H/W implementation, inter- and intra-row permutations are used for DEC1 to access the storage memory, and simple column-wise memory access circuits are used for DEC2 to access the storage memory instead of PIL index generation of section 2.1. Each parallel processor of DEC1 accesses its own memory bank in order of intra-row permuted pattern, while each bank is connected to each processor according to the inter-row permutation pattern as shown in Figure 3.
In case of P=R, because the permutation pattern is pre-determined for a given information length, the processors can be directly connected to the memory banks. Therefore, there is no additional complexity in implementing inter-row permutation. Also, the column-wise memory access circuits can be implemented with simple counters. 

Figure 3 shows an example of PIL implementation method with simple control circuits, where the information length, K is 40, and the parallel degree, P is 5. 
· A parallel processor of DEC1 is connected to its own memory bank by using inter-row permutation pattern {4, 3, 2, 1, 0}. 
· In a memory bank of the storage memory, the numbers represent the original information bit index before the intra-row permutation. 
· Each column-wise memory access circuit simply increases the addresses 0 to 7, 8 to 15, 16 to 23, 24 to 31 and 32 to 30 as shown in Figure 2. 
With the structure of Figure 3, column-wise access circuits only increment counter to access the storage memory rather than calculate the original information bit index.
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Figure 2. Column-wise memory access of the 5×8 storage memory
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Figure 3. An example of PIL implementation with simple control circuit.
(Information length K=40, Parallel degree P=5)
In case of P<R, the structure of parallel TC decoder using PIL shown in Figure 4 can be implemented with simple switching circuit which assigns each processor of DEC1 to the memory banks instead of complex R-to-P routing network. In addition, inter-row permutation can also be performed with this simple switching circuit. 
Figure 4 shows an example of PIL implementation method with simple control circuits, where the information length, K is 40, and the parallel degree, P is 3. 
· With the use of window segmentation of [3] and [4], each processor of DEC1 accesses the original information index of 0 to 13, 14 to 27 and 28 to 39. 
· According to the inter-row permutation pattern {4, 3, 2, 1, 0}, the switching circuit connects the processor 0 to the memory bank 4 and 3, the processor 1 to the memory bank 3, 2 and 1, and the processor 2 to the memory bank 1 and 0. 
The switching circuit always connects each parallel processor to different memory bank, because the size of segmented windows excepting the last window are bigger than 8. The processors of DEC2 access the storage memory with the column-wise memory access circuit as explained in Figure 3.
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Figure 4. An example of PIL implementation with simple control circuit & switching circuit. 
(Information length K=40, Parallel degree P=3)
3 Conclusion

For the implementation of parallel TC decoder using PIL, with the scheme in section 2.1, additional MAP decoder requires one additional PIL index generation circuit, resulting in high complexity. On the other hand, with the method introduced in section 2.2, additional MAP decoder requires only one simple counter and switching circuit for the assignment of banks to parallel processors of DEC1. The method of section 2.2 is only an example of simplified PIL implementations. Therefore, all possible schemes for implementation should be considered when the H/W complexity is evaluated for fair comparison.
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