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1. Introduction

Frequency domain channel-dependent scheduling is beneficial in improving the user and cell throughput performance levels in the E-UTRA uplink using SC-FDMA (Single-Carrier Frequency Division Multiple Access) radio access [1]-[4]. In the uplink, the main transmission scheme for a shared data channel is localized transmission after the extensive discussions in RAN1 meetings for the following reasons.

· Assuming the same data rate, distributed transmission brings about increased channel estimation error with a wider transmission bandwidth than localized transmission.

· A multiuser diversity effect using localized transmission by frequency domain channel dependent scheduling is greater than the frequency diversity effect using distributed transmission.
· Assuming localized transmission, the multiplexing of distributed transmission with localized transmission becomes complicated.

Thus, assuming the localized transmission taking advantage of frequency domain channel-dependent scheduling, this paper clarifies the minimum transmission bandwidth for a shared data channel in the single-carrier based E-UTRA uplink focusing on the user throughput near the cell boundary considering the link budget.

2. Adaptive Transmission Bandwidth Control According to Path Loss
In the sub-frame format, which was approved in SI discussions [5], there are two short blocks for reference signals within a 0.5-msec sub-frame. To obtain a small overhead for reference signals, both the reference signal for demodulation, i.e., channel estimation for the shared data channel and that for CQI measurement should be multiplexed into the two short blocks.


Meanwhile, a reference signal for CQI measurement must be transmitted with a wideband, which covers the entire bandwidth of the frequency blocks to be scheduled for frequency domain channel-dependent scheduling in the uplink. We showed that the excessively wideband transmission of a reference signal for CQI measurement degrades the achievable throughput gain of frequency domain channel-dependent scheduling, particularly for a UE, which is located near the cell boundary for two reasons [6]. The first reason is increased inter-cell interference especially from the UE at the cell edge. The second is CQI measurement error due to the decreased received signal power density when the transmission power of the UE is restricted. Therefore, to address this problem, we proposed adaptively controlling the transmission bandwidth of the reference signal for CQI measurement in frequency domain channel-dependent scheduling [7]. In this method, the transmission bandwidth of the reference signal for CQI measurement is adaptively selected among the pre-determined candidates according to the path loss between a UE and a Node B as shown in Fig. 1. Therefore, by avoiding excessively wideband transmission for the reference signal, other-cell interference of the reference signal and CQI measurement error are adequately suppressed. This brings about increased cell and user throughput especially at the cell edge.
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Figure 1 – Adaptive control of the transmission bandwidth for reference signal for CQI measurement

Similar to the transmission bandwidth of the reference signal for CQI measurement, the narrow transmission bandwidth of the shared data channel seems effective in increasing the user throughput of a UE, which is located near the cell boundary under power-limited conditions for the following two reasons.
· Improve channel estimation accuracy through an increase in the received signal power density
· Effective transmission power utilizations from multiplexed UEs, which are accommodated simultaneously in the same sub-frame duration

Therefore, assuming a UE near the cell boundary, we investigate the minimum transmission bandwidth of the shared data channel, which is effective in increasing the user throughput. We assume the transmission bandwidth of the reference signal for CQI measurement to be 1.125 MHz.
3. Simulation Setup

In this paper, we investigate the minimum transmission bandwidth for the shared data channel, which is effective in increasing the user throughput particularly for UEs located near the cell boundary, by combining the system level simulation and radio link level simulation. More specifically, in the radio link level simulation, we measure the average packet error rate (PER) of each modulation and coding scheme (MCS) associated with turbo coding and iterative soft-decision turbo decoding against the instantaneous received signal-to-interference plus noise power ratio (SINR) over one sub-frame at each resource block (RB). Then, in the system level simulation, the cumulative distribution function (CDF) of the user throughput are calculated by adding random errors according to the mapping between the measured instantaneous received SINR and the PER performance derived from the link level simulation. We employed the actual value interface (AVI) method [8].
Table 1 lists the major parameters in the system-level simulation, which follow the agreed parameters in [9]. The system bandwidth is 10 MHz. In the system-level simulation, we employ a three-sectored nineteen-hexagonal cell layout model with a sector antenna beam pattern with a 70-degree beam width. We set the inter-site distance (ISD) to 500 or 1732 m, and the corresponding cell radius is 289 and 1000 m, respectively. The locations of the UEs are randomly assigned with a uniform distribution within each sector. However, we set the minimum distance between a Node B and a UE to 35 meters. The propagation model follows a distance-dependent path loss with the decay factor of 3.76, lognormal shadowing with a standard deviation of 8 dB, and instantaneous multipath fading. It is assumed that the distance-dependent path loss is constant during the throughput measurement period, while the shadowing and instantaneous fading variations are added. The penetration loss of 20 dB is included. The correlation values between the cell sites and that between sectors are 0.5 and 1.0, respectively. The six-ray Typical Urban (TU) model was assumed for the multipath delay profile with the root mean square (r.m.s.) delay spread of 1.06 sec and the maximum Doppler frequency of fD = 5.55 Hz (corresponding speed of 3 km/h at 2-GHz carrier frequency). The maximum transmission power of a UE is 24 dBm with the antenna gain of 0 dBi. Meanwhile, the antenna gain at a Node B is 14 dBi.

Table 1 – System-level simulation parameters
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In the link-level simulations, FFT window timing is actually detected by taking cross-correlation between the received signal and reference signal replica. Moreover, the channel gain is estimated using the reference signals belonging to the two short blocks in the time domain.

As link adaptation of the uplink data channel, adaptive modulation and channel coding scheme (AMC) and slow transmission power control (TPC) are applied. Table 2 lists the MCS sets together with the achievable maximum data rate for the respective MCSs by the transmission bandwidths of 180, 375, 562, and 1125 kHz. Here, we restrict the available MCS sets in which the number of information bits including CRC bits within a sub-frame becomes greater than 30 bits. Therefore, the number of available MCS sets for 180, 375 and 562 kHz is smaller than that for 1.125 MHz. The control interval of the MCS selection is set to 2.0 msec. 

Table 2 – MCS sets
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We apply the fractional slow TPC [10] based on the average received SINR at the Node B, i.e., only the distance-dependent path loss and shadowing variations are compensated. We decide the target received SINR of the fractional TPC as follows. The region containing the UE is divided into eight groups according to the path-loss distribution as shown in Fig. 2. Then, within the same range in the path-loss between a UE and the Node B, the same target received SINR is used, which is decided based on the path-loss of the group. The target received SINR of the n-th group, TSINRn, is decided based on the following equation.

TSINRn (dB) = TSINR0 (dB) – n x TSINR (dB),                                      (1)

where the parameters of TSINR0 and TSINR are optimized so that the achievable user throughput is maximized. After the optimizations of these parameters, we employ TSINR0 = 14 dB and TSINR = 2 dB along with the number of groups of n = 0, 1, 2, …, 7 in the subsequent simulations. In the fractional TPC, we assume the ideal path-loss (i.e., distance-dependent path-loss and shadowing variation) measurement. 
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Figure 2 – Operation of fractional TPC method

Proportional fairness-based frequency domain channel-dependent scheduling [11] is used. In frequency domain channel-dependent scheduling, the UE transmits the reference signal with a 1.125-MHz bandwidth regardless of the transmission bandwidth of the subsequent shared data channel as shown in Fig. 3. Then, based on the measured CQI, the Node B assigns the optimum RB to a UE according to each minimum transmission bandwidth of the shared data channel. The control delay in the channel-dependent scheduling is set to 2.0 msec.

We apply Chase combining as hybrid ARQ with packet combining (round trip delay is 3.0 msec). Finally, we assume the full queue buffer traffic model.
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Figure 3 – Reference signal for CQI measurement 
in frequency domain channel-dependent scheduling
4. Simulation Results

(1) Condition of ISD = 500 m

First, we evaluate the user throughput at the CDF of 5% with the ISD of 500 m focusing on the user throughput at the cell boundary. Figure 4 shows the 5% CDF value of the user throughput with TSINR = 14 dB and TSINR = 2 dB, as a function of the number of UEs per cell for the minimum transmission bandwidth of 180, 375, 562 kHz, and 1.125 MHz for the shared data channel. We see from Fig. 4 that as a whole, we cannot see a distinct difference in the 5% value of the user throughput in the range of the transmission bandwidth from 180 to 562 kHz when ISD is 500 m.

Next, Fig. 5 plots the cell throughput for four minimum transmission bandwidths of the shared data channel as a function of the number of UEs assuming the same conditions as in Fig. 4. We find from Fig. 5 that the cell throughput is almost maximized with the 562-kHz transmission bandwidth. In the 1.125-MHz transmission bandwidth case, according to the increase in the number of UEs, the cell throughput is decreased due to the increasing other-cell interference.
Therefore, from the results in Figs. 4 and 5, we conclude that the minimum transmission bandwidth of approximately 562 kHz is sufficient in the case of the ISD of 500 m, i.e., the effect of narrower transmission bandwidth such as 180 and 375 kHz is not observed.
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Figure 4 – 5% CDF value of user throughput (ISD = 500 m)
[image: image7.wmf]0

2

4

6

8

6

9

12

15

Cell throughput (Mbps)

Number of UEs per 1.125 MHz bandwidth

ISD = 500 m

Minimum 

transmission 

bandwidth

1.125 MHz 

562 kHz

375 kHz

180 kHz


Figure 5 – Cell throughput (ISD = 500 m)
(2) Condition of ISD = 1732 m

Next, we investigate the 5% CDF values of the user throughput with the ISD of 1732 m. Figure 6 plots the 5% CDF values of the user throughput with TSINR = 14 dB and TSINR = 2 dB. In contrast to the user throughout at the cell boundary with the ISD = 500 m, we can see a clear effect in the user throughput at the 5% CDF by taking advantage of the narrow transmission bandwidth for the shared data channel as described below.

· The 5% CDF value of the user throughput with the 180 and 375-kHz transmission bandwidth is increased by approximately 100 – 150% compared to that with the 1.125-MHz transmission bandwidth.

· The 5% CDF value of the user throughput with the 180 and 375-kHz transmission bandwidth is increased by approximately 15 – 30% compared to that with the 562-kHz transmission bandwidth.

This is because by employing a narrow transmission bandwidth at a far cell distance, the channel estimation accuracy is improved through the increased received signal power in the power limited situation. Figure 7 shows the cell throughput assuming the same conditions as in Fig. 6 for ISD = 1732 m. We see that no distinct difference is observed in the cell throughput among the 180, 375 and 562-kHz transmission bandwidths. Therefore, the effect of employing the narrow transmission bandwidth such as 180 or 375 kHz to improve the user throughput at the 5% CDF value is evident. 
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Figure 6 – 5% CDF value of user throughput (ISD = 1732 m)
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Figure 7 – Cell throughput (ISD = 1732 m)
Based on the above, we would like to recommend the following.

· The minimum transmission bandwidth for the shared data channel should be approximately 375 kHz or narrower. This is because a narrow transmission bandwidth is very effective in increasing the user throughput at the 5% CDF value near the cell boundary by improving the channel estimation accuracy.
· Adaptive transmission bandwidth for the shared data channel according to the path loss is beneficial to increasing the user throughput and cell throughput.
5. Conclusion

This paper investigated the minimum transmission bandwidth of a shared data channel in the SC based E-UTRA uplink assuming localized transmission taking advantage of frequency domain channel-dependent scheduling. Simulation results showed the following.
· The minimum transmission bandwidth for the shared data channel should be approximately 375 kHz or narrower. This is because a narrow transmission bandwidth is very effective in increasing the user throughput at the 5% CDF value near the cell boundary by improving the channel estimation accuracy.
· Adaptive transmission bandwidth for the shared data channel according to the path loss is beneficial to increasing the user throughput and cell throughput.
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