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1. Introduction

The distributed and localized transmission modes shall be multiplexed together in an FDM manner in the EUTRA downlink.  The distributed transmission mode may be required, e.g., in the case of highly mobile UEs where accurate tracking of instantaneous channel variations is difficult, and also in the case where data may be broadcast to more than one UE which means that channel dependent scheduling to exploit a particular UEs channel is not possible.  A number of contributions have discussed the manner in which this multiplexing may be achieved, and how the distributed virtual resource blocks may be mapped on to the physical resource blocks [1]-[6].   
As proposed in [1], [2 Option 3], etc., when the distributed and localized users are scheduled within the same sub-frame, the localized users are first allocated resource blocks by the scheduler to exploit multi-user diversity.  Next, the remaining resource blocks (either a fixed fraction of the overall resource, or a dynamically varying fraction) are allocated among the distributed users.  In allocating these distributed resources over the available distributed resource blocks the metric is to maximize the frequency diversity for all the distributed users.  Previous contributions, for example [1][6], presented proposals addressing the case of equal resource requirements among all users.  In this contribution we consider the case when the users scheduled within the distributed mode have different distributed virtual resource block (DVRB) sizes resulting from different bandwidth requirements, etc.
2. Algorithim for mapping distributed virtual resource blocks (DVRBs) of unequal size onto physical resource blocks (PRBs)
Let the different resource requirements for the K different users or DVRBs be denoted as lk, k=1, …, K: we will assume for the purpose of this contribution that the granularity of this resource requirement is on the order of subcarriers (though this can be also in terms of RBs).  Thus, the total number of required subcarrier resources 
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.  It is assumed that this is equal to the number of physical distributed resources, NPRB, available in the sub-frame.  We propose to examine the problem of mapping the set of {lk} virtual resource elements onto the NPRB physical resource elements.

The physical resource elements may be either distributed over the entire band (e.g., the fully scattered approach in [5] and other proposals), over certain blocks of subcarriers (e.g., the grouped approach as in [2] and other proposals, including frequency hopping options as in [4] also), or as in the hybrid proposal contained e.g. in [3].   In all these cases, we extract the ordered set of subcarrier indices for the physical resources allocated for DVRBs, and without loss of generality, form a unique mapping to the set of subcarriers {Si = i, i=1, 2, …, Nsc}.
These subcarriers, or physical resource elements Si have to be mapped to the virtual resource elements of the different users, Vk(j),  satisfying their requirements {lk}.  Additionally, the frequency diversity has to be maximized for the entire set of users allocated these DVRBs subject to the resource constraints, by ensuring that the chosen allocation results in the largest average spacing between adjacent subcarriers for all users.  
When the resource requirements for all users are identical, i.e. lk = l for all k=1,…,K, for example the mapping that results is Vk(j) = Sk+(j-1)K, k=1,…, K and j=1,…,l.  In the general case when the requirements of the different users are unequal, the optimal mapping ensures that the physical resource elements or subcarriers Si are most evenly distributed across all users [7].  As in [7], we define a measure for the evenness of the subcarrier spacing for the kth user in terms of the deviation from the mean spacing:

[image: image2.wmf]g

å

=

-

=

k

l

i

k

k

k

d

i

d

e

1

)

(


 where 
[image: image3.wmf]k

sc

k

l

N

d

/

=

 is the mean spacing between resource elements for the kth user, 
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 is the spacing of the ith resource element for the kth user (initial condition Vk(0)=Vk(lk) – Nsc​ ), and 
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.  The mapping algorithm then seeks to assign the resource elements among the different users in such a way that the metric
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is minimized over all distributions.  We propose to use the following algorithm from [7] to find a close to optimal solution:

1. Sort the users according to their resource requirements such that 
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2. Set n = 1.  
3. Compute the set of indices 
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, and assign the set of resource elements (subcarriers) 
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 to the nth user with requirement ln.  (N.B.  Other variations include replacing ceil(.) with round(.)  or floor(.) )
4. Remove the subcarriers assigned in the previous step from 
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 to form the updated set of subcarriers remaining to be assigned.

5. If 
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, increment n and return to Step 3.

A final remaining step is to relate the Si (mapped into Vk(i) as above) back to the original subcarrier indices, which may be potentially distributed in chunks across the total bandwidth.
So far, we have assumed that NPRB = Nsc.  In general, 
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, and the above algorithm needs to be modified in order to consider this.  A simple way to do this is to introduce a ‘dummy’ user in the mapping along with all the ‘real’ users, and assign to it a resource requirement ldummy = NPRB - Nsc .  Next, we rank order the set of resource requirements for all users including the dummy user : {l1, l2, …, ldummy}, and use this set of K+1 numbers in the algorithm as described above.  Once the mapping is complete, the resource allocated to the dummy user is unused, and adds to the spacing between the assigned resource elements of the ‘real’ users.
3. Time-domain evolution of mapping
Particularly in the case of grouped approach to mapping of distributed users ([3], etc.), we can further improve the DL performance through frequency diversity and interference randomization by varying the mapping in the time domain, perhaps every symbol.  For example, once the localized user resource mapping has been determined, the next step is to compute the resource mapping for the distributed users as in Section 2.  This mapping determines the initial allocation pattern for that scheduling time unit.  Next, the mapping can be varied (frequency-hopped) in a number of different ways (within the resource blocks designated for distributed users) as below:
1. Cyclic shift:  the initial mapping is cyclically shifted modulo the number of physical resource elements NPRB by 1 or more units (e.g. the proposal in [4])
2. Reversal:  the initial mapping may be reversed in the frequency domain every symbol

3. Cyclic shift + reversal:  the two methods above may be combined to obtain the mapping every symbol.

These techniques can help improve the performance of the grouped approach in the case of distributed users and leverage some of the benefits of the scattered approach.
4. Summary
We have described an algorithm that enables the Node B to calculate the best mapping of distributed mode users to available frequency resource blocks, given the possibly unequal resource requirements of the different users.  In addition, the Node B can signal on the downlink control channels the different resource requirements {lk} for the UEs which can enable the UEs to calculate this distributed resource mapping without need for sending a resource map on the downlink.  We propose to further explore the signaling requirements for this scheme, and also study the DL performance of the distributed users utilizing the described resource mapping.

5. Annex 1 - Optional modification of mapping when channel utilization for distributed resources is < 100%

In this section, we present another modification to the algorithm as described in Section 2.1 to account for the case when 
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.  Based on the observations in [6] regarding the mapping in [1], we propose to modify the mapping algorithm in Section 2.1 to adequately spread the resource elements of the users over the available physical resource blocks.  We present the modified algorithm as an optional method in this section

First, the set of physical resources is defined as Si = i, i=1, 2, …, NPRB where 
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 (NPRB is the total available distributed physical resource and N​sc is the total required distributed resource), and we define the spacing factor  
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 as in [6].  The steps in the modified algorithm are then as follows:
1. Sort the users according to their subcarrier resource requirements such that 
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2. Set n = 1.  

3. For i=1,…, ln , define 
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4. Compute the set of indices 
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, and further modify it to obtain 
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.  Next, assign the set of resource elements (subcarriers) 
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 to the nth user with requirement ln.  (N.B.  Other variations include replacing ceil(.) with round(.)  or floor(.) )
5. Remove the subcarriers assigned in the previous step from 
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 to form the updated set of subcarriers remaining to be assigned.  Update NPRB to reflect the reduced number of available subcarriers.

6. If 
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, increment n and return to Step 3.

With this modified algorithm, we see that for the case when all users have equal resource requirements, the resulting mapping does as well as the one reported in [6] in terms of maximizing the frequency spreading of the allocated resources.  However, for the case when the users have differing resource requirements, this modified mapping does not utilize the available frequency resources as well as the algorithm in Section 2 – that algorithm in general results in a more even distribution of the assigned subcarriers.
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