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1. Introduction

In [1] downlink beamforming in combination with opportunistic scheduling was introduced as one potential spatial processing technique for MIMO-LTE. Further simulations have been performed to validate the effectiveness of such an approach. The results shown below are to a large extent but not completely aligned with the system simulation assumptions provided in [2] and thus present an intermediate step towards a complete assessment.
2. Simulation assumptions

Table 1 below summarizes the applied simulation assumptions. Note that only those assumptions are listed which differ from or transcend the baseline set in [2]. 
Table 1: System simulation parameters

	Parameter
	Assumption

	Channel models
	SCM [3]: Suburban (SUM), Urban Macro 8o (UM8), Urban Macro 15o (UM15)

	Correlation distance of shadowing
	0m

	NodeB antenna configuration
	8 antennas ULA at a distance of 0.5(

	UE antenna configuration
	Single omnidirectional antenna  

	Chunk size
	15 subcarriers ( 7 OFDM symbols 

(90 data symbols, 15 pilots)

	Channel estimation at Rx
	Perfect

	Synchronization
	Perfect

	Channel measurement accuracy for adaptive processing 
	Perfect

	beamforming
	Fixed beams with Chebychev tapering (21dB side lobe suppression)

	Traffic model
	Full queue

	Inter-cell interference modeling
	Explicit modeling using wrap around technique

	Noise spectral density
	-174dBm/Hz

	Link adaptation
	Adaptive modulation and coding per chunk using the set: BPSK r=1/3,  BPSK r=2/3,  QPSK r=2/3, 
16-QAM r=2/3,  64-QAM r=2/3,  64-QAM r=8/9 

	Coding 
	Convolutional code with constraint length 6 

and generator polynom (133)8, (171) 8, (145) 8

	Link to system interface
	MIESM approach [4]

	ARQ
	No

	Scheduling
	Proportional fair ((=0.1)

	Number of scheduling periods per snapshot
	8

	Number of snapshots
	150


A key component of the approach described in [1] is to keep the intercell-intercell at the UEs predictable on short-term level by (a) employing timely synchronized NodeBs and (b) leaving downlink spatial processing and power allocation at all NodeBs unaltered for a certain time period enabling the UEs to sense and feed back the current channel conditions. An appropriate probing structure to support such a sensing mechanism is currently not envisioned for evolved UTRA DL but it is regarded as important means to counteract intercell-interference by smart fast scheduling. 
In the simulations, it was assumed that the gap between probing and payload phase equals one subframe, i.e. 0.5ms, during which the CQI feedback takes places. The feedback phase itself is emulated in such a way that the scheduler is made aware of all measured SINR values of all chunks and users. Only block wise feedback and user resource assignment is considered so far. Resource assignment is done for a payload period of three subframes (=21 OFDM symbols). Throughput assessment is performed only for this period, i.e. the overhead for probing is ignored. However, the overhead for pilots and inband signalling is globally taken into account using only 90 out of 105 resource elements per chunk for data transmission. 
Regarding spatial processing, grids of fixed beams are considered which are designed to cover the entire sector area. These sets of grids with either one beam, two beams or four beams each are depicted in Figure 1 below
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Figure 1: Sets of grids of fixed beams used in simulations; beams belonging to the same grid are plotted in the same color. 
Grid to chunk mapping is performed randomly ensuring that in each scheduling period, all available grids (for a fixed number of beams) are equally distributed in frequency (with respect to their occurrence). 
Downlink beamforming in general is motivated by the low angular spread in the suburban and urban environments allowing to serve several users in parallel (SDMA) with low mutual interference provided their angular position is sufficiently spaced apart. Moreover, in such an environment beamforming reduces the amount of intercell-interference by spatially focussing the transmission energy. Thus, a low frequency reuse among NodeBs is inherently supported.

3. Simulation results and discussion
Simulation results in terms of average aggregate sector goodput per Hz bandwidth are depicted in Figure 2 to Figure 5 covering all four simulation cases defined in table A.2.1.1-1 of [2]. The number of beams per grid as well as the channel model is used as parameter. In all four cases the overall system throughput is substantially improved with increasing number of beams despite the use of frequency reuse 1. The SDMA gain is a bit lower for the urban macro channel model with 15o angular spread due to increased interbeam-interference. Even at higher velocities of 30km/h (case 2) fast opportunistic scheduling based on CQI feedback works fine. The loss compared to a mobile speed of 3km/h (case 1) is around 20% with four beams. 
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Figure 2: Simulation results for simulation case 1
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Figure 3: Simulation results for simulation case 2
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Figure 4: Simulation results for simulation case 3
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Figure 5: Simulation results for simulation case 4

The performance in a frequency reuse 3 scenario compared to the frequency reuse 1 case is depicted in Figure 6. Two different reuse 3 scenarios are considered: the frequency resources are divided (a) per site (CCS=3, SEC=1) or (b) per sector (CCS=1, SEC=3). Furthermore, two subcases are distinguished for frequency reuse 3 with constant power per sector (TXP=13.27W) or constant power spectral density resulting in a reduced overall transmission power per sector of TXP=4.42W. However, the result in Figure 6 indicate that - regardless of the transmission power and the number of beams - the frequency reuse 1 case (CCS=1, SEC=1) considerably outperforms the frequency reuse 3 case.
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Figure 6: Simulation results for simulation case 3 considering different frequency reuse scenarios; left plot: 1beam per grid, right plot: 4beams per grid
4. Conclusions and Outlook 

The first simulation results presented here underline the effectiveness of downlink beamforming in combination with opportunistic scheduling to achieve a high system throughput at frequency reuse one in macro cellular environments. Compared to the single beam case, the aggregate sector goodput can be nearly doubled if 4 beams are used in a SDMA manner and the number of UEs is sufficiently large. The use of fixed grid of beams is a simple and robust approach which is especially appropriate if no other spatial information is available at the transmitter. But it should be stressed that additional information might and should be used once existent. For example, in the context of fixed grid of beams, the selection of grids and corresponding power allocation could be performed adaptively if the user distribution and distance can be extracted and extrapolated from past uplinks. Moreover, adaptive beam steering based on short or long term channel measurements fits also into the proposed system approach.
Of course further investigations are required to provide a fair comparison with other spatial processing schemes and to analyse the impact of traffic characteristics and QoS constraints on the performance of opportunistic scheduling. However, a robust spatial transmission mode (diversity) in combination with distributed subcarrier allocation has to be part of the evolved UTRA system concept anyway in order to deal with those users who suffer from “unpredictable” channel conditions, e.g. due to very high mobility. The different requirements like high system throughput, reliable transmission to some of the users and high peak rate for others demand a flexible and adaptable spatial processing chain at the NodeB as indicated in [1].
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