TSG-RAN WG1

R1-051183

San Diego, US, October 10 –14, 2005


Source: 
Ericsson

Title:
Uplink macro-diversity for E-UTRA - Further Results

Agenda Item:
8.1

Document for:
Discussion

1. Introduction

Improved coverage and increased cell edge bitrates are important requirements for E-UTRA [1]. One way to achieve good coverage, already employed in previous 3GPP releases, is through the use of macro diversity with (soft/selection) combining of data received in different cells. Recently a number of papers relating to macro diversity have been presented in 3GPP. The quite different results are summarized in [2]. To get more similar results a way forward has been proposed in [3], including re-evaluations based on aligned models and assumptions described in [4] and [5]. This paper follows this approach, and presents results for the full set of simulation cases agreed in [4], as well as the smaller set of cases of [5]. Apart from this, as compared to the previous macro diversity studies in [6], in this updated version, uplink power control has been introduced.

The paper is organized as follows: Macro diversity principles are presented in Section 2. Models and Assumptions for their evaluation are summarized in Section 3, followed by numerical results in Section 4. An infra structure cost analysis is presented in Section 5. Finally, conclusions are drawn in Section 6. 

2. Uplink Macro Diversity Principles

In WCDMA, uplink macro diversity has two aspects:

· reception of the signal in multiple cells, and

· control of the UE (power control) from multiple cells.

On the first aspect, the transmitted signal will fundamentally be present in multiple cells and the question is to what extent it is beneficial to exploit this fact; a question this paper attempts to address. Support of the latter aspect may or may not be necessary, depending on the details of the scheme considered.

2.1. Basic Handover Principles
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Figure 1. Hard handover and soft handover principles.
Three different handover principles are considered, Hard Handover (HaHo), Softer Handover (SrHo), and Soft Handover (SoHo). Both soft and softer handover receives the transmitted signal in multiple cells, the so-called active set. The hard and soft handover principles are depicted in Figure 1. With softer handover the active set is restricted to cells belonging to the same site. For the soft handover schemes, maximum ratio combining is applied between cells within a site. Between sites selection combining is applied. This is similar to what is done in WCDMA. The function f in Figure 1 thus is defined as the sum of the SIRs within a site and the max of the sums between the sites. The cell selected in hard handover is also the anchor cell in soft handover. Scheduling (time division) is assumed to take place only for users with the same anchor entailing that orthogonality is controlled only between users with the same anchor cell. For reception of data from users with another anchor cell, multi user detection is assumed but not interference cancellation. Signals from several users on the same frequency are received but fully interfering each other. 

Note that soft handover gains are not limited by the case when SIR1=SIR2. It might well happen that SIR2 is larger than SIR1, although Node B 1 is correctly selected as anchor Node B. There are two main reasons for this: (i) the anchor Node B selection is typically based on downlink signal strength, in FDD systems the fading on the uplink is different, and (ii) the interference level in cells 1 and 2 may differ significantly. The latter reason is also the explanation for that the largest gains with soft handover are not seen in fully loaded systems, where the interference is relatively stable. Larger gains are seen in system with sub 100% load, where the interference varies more dramatically. In such cases the probability that the SIR in a non-serving Node B is better than in the serving node B is increased. Comparing handover principles only at 100% activity is thus misleading. 
2.2. Handover Parameters

An add threshold of 6dB or 4dB (handover algorithms 1 and 2 respectively) and a maximum active set size of 3 cells are assumed as default, other values are evaluated. A handover hysteresis of 3dB is used, meaning that cells within +/- 1.5dB are randomly selected. The input to the handover decision is a filtered version of the downlink signal strength. The downlink signal strength is sampled every 40ms, and passed through a moving average filter with 200ms duration. The handover execution time is assumed to be 100ms. Other system parameters are described in Section 3.

2.3. Protocol Aspects

Protocol aspects related to macro diversity are discussed in [8] and no major issues have been identified.

Of importance for this study is how Modulation and Coding Schemes (MCSs) are controlled. Two alternatives are evaluated: (i) the MCS commands are sent by all Node Bs and the UE selects the highest MCS, and (ii) the MCS is only controlled by the serving Node B,. In the latter case the UE needs to select MCSs aggressively in order to utilize the channel quality in cases non-anchor Node Bs are better than the anchor. In this study this is made by the serving Node B adding a margin of 6dB to the measured C/I before selecting what MCS to command. This approach works fine in terms of throughput, but is less desirable for delay reasons, as many retransmissions may have to be done. 

Alternative (ii) is suggested in [5] for complexity reasons – the UE needs to monitor all Node Bs in the active set. This is however anyway required as the UE needs to listen to ACK/NACK reports from all Node Bs in the active set. Alternative (i) thus adds little complexity over alternative (ii). 

In this study both alternatives (i) and (ii) are studied in handover algorithms 1 and 2 respectively.

2.4. Complexity and Architecture Impacts

Complexity and the impact on architecture are discussed in [8] and no major issues have been identified.

3. Models and Assumptions

Table 1. Summary of Simulation Cases
	Simulation Case
	CF
	ISD*
	BW
	Ploss
	Speed
	Channel

	Case 1
	2GHz
	500m
	10MHz
	20dB
	3km/h
	TU & O2I

	Case 2
	2GHz
	500m
	10MHz
	10dB
	30km/h
	TU

	Case 3
	2GHz
	1732m
	10MHz
	20dB
	3km/h
	TU & O2I

	Case 4
	900MHz
	1000m
	1.25MHz
	10dB
	3km/h
	TU

	Case 1b
	2GHz
	500m
	5MHz
	20dB
	3km/h
	TU & O2I

	Case 3b
	2GHz
	1732m
	5MHz
	20dB
	3km/h
	TU & O2I


*The ISD is also varied to evaluate coverage.

The simulation assumptions have been aligned to [4]. All the simulation cases of the minimum set in [4] and the additional cases recommended in [5] are included, see further Table 1. Additionally, cases 1b and 3b are evaluated for both handover algorithm 1 and 2. For the other cases only handover algorithm 1 is used. 

3.1. Traffic and Environment Models

Users are uniformly distributed over the system area, and move with a fixed speed of 3km/h. An on-off traffic model is used. The activity factor is varied between 10 and 100% to study different traffic loads.

An urban environment with indoor users is assumed. This is reflected in a path-loss exponent of –3.76, outdoor to indoor penetration losses of 10dB or 20dB, a lognormal shadow fading with standard deviation 8dB, and a Typical Urban (TU) or Pedestrian A (PA) / Outdoor-to-Indoor (O2I) channel impulse response. The correlation distance for the shadow fading is 50m. The correlation coefficient between cells of different sites is 0.5, and 1.0 between cells belonging to the same site.

3.2. System Models

A network occupying 1.25, 5 or 10MHz of spectrum, with 19 three-sector sites, i.e. in total 57 cells, is assumed. The antenna pattern is taken from [4]. The sites are positioned on a regular hexagonal grid. The cell radius is varied to evaluate the coverage of a certain data rate. Two-branch receive antenna diversity, but no transmit diversity, is assumed. The maximum terminal output power is set to 125mW. Slow, open-loop power control with an SNR target of 20dB is used. A noise figure of 5dB in the Node B is assumed. Only time-domain scheduling is employed, i.e. in each anchor cell only one terminal at a time is allowed to transmit. Link adaptation including incremental redundancy and ARQ models are explicitly implemented. In total 16 Modulation and Coding Schemes (MCSs) are available, ranging from QPSK with rate 1/8 coding and spreading to 16QAM with rate 8/9 coding (see Appendix B for more details). An efficient SINR value for MCS selection is calculated as the maximum of the SINRs from the sites included in the active set, where the site SINR is the sum of the SINRs of the cells belonging to the site. An MCS selection delay of 4TTIs is assumed. 

3.3. Evaluation Methodology

A radio network simulator is used for evaluating the handover principles. In each run, 300 terminals are studied and observed during a time corresponding to the filter time plus the handover execution time and an evaluation period. Their quality after the handover execution time is logged and used as performance measure. The bitrate is calculated as the number of correctly received bits during the evaluation period of 10ms divided by this period. In order to improve statistical confidence, for each traffic load and handover scheme, the simulations are iterated 20 times.
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Figure 2. Performance Measures; left: definition of cell-edge bitrate and capacity gain, right: definition of coverage gain.
3.4. Performance Measures

The active radio link bitrate is used to measure user quality. The active radio link bitrate reflects the bitrates users experience when scheduled. In cases multiple users share the uplink channel, the experienced bitrate above the MAC layer would decrease correspondingly. Cell-edge bitrate is defined as the 5th percentile of the active radio link bitrate distribution across the system. To determine gains in cell-edge bitrate and capacity, as proposed in e.g. [4] and [9] and depicted in Figure 2, the cell-edge bitrate is plotted versus sector throughput for the compared handover principles. Cell-edge bitrate gains are then measured as the relative gain in cell-edge bitrate for a common sector throughput. Capacity gains are measured as the relative increase in sector throughput for a fixed bitrate requirement. Note that for fair comparison the cell-edge bitrate of the macro diversity principles should not be compared at equal activity factors, as these may correspond to different served traffic loads, but rather at equal served traffic loads. In the evaluations, for a given activity factor, the served load is calculated as the average user bitrate multiplied with the activity factor. For example, if the average bitrate when scheduled is 1Mbps and the activity factor is 0.5, the served traffic is 0.5Mbps. The difference to comparing bitrates at fixed activity factors is further discussed in Appendix A. For completeness and to ease comparison to results derived with such performance measures, the simultaneous cell-edge bitrate and capacity gain achieved at 100% activity is also presented. This measure is depicted and marked with circles in Figure 2 (left). Figure 2 (right) shows how coverage gains are derived. The cell-edge bitrate in a loaded network (approximately 0.5bps/Hz/site) is plotted versus cell radius, and the radius coverage gain is estimated as the increase in cell radius for a fixed bitrate requirement. The area coverage gain is the square of the radius coverage gain. Note that the effects of hard handover interruption times are not seen in the evaluations

4. Numerical Results

This section presents numerical results on the form of  bitrates versus traffic load and cell radius for simulation case 1b and handover algorithm 1. The other simulation cases are covered in appendices. Table 2 summarizes the results for all cases.

4.1. Case 1b – Algorithm 1

Figure 3 shows cell-edge bitrate versus traffic load results for typical urban (left) and indoor-to-outdoor / Pedestrian A (right) channels. Full bitrate CDFs are presented in Appendix C. Comparing the different principles, it is seen in that for a fixed traffic load, soft handover can provide a gain in cell-edge bitrate (5th percentile) over softer handover of about 30% for the TU channel, and 50% for the more strongly fading indoor-to-outdoor channel. The bitrate gains as function of traffic load are also included in plot. It is seen that the bitrate gains are rather consistent with traffic load, but drops somewhat for very high traffic loads. Comparing the cell-edge bitrates at full load (at unequal served traffic) yields gains of 14% for the TU channel, and 30% for the O2I Channel, i.e. significantly less than when comparing at equal served traffic.

Capacity comparisons are made by comparing the traffic load at a fixed bitrate requirement. These gains are also included in the plots (select bitrate requirement on y-axis, read capacity gain on x-axis multiplied by 10). The capacity gains vary significantly with the bitrate requirements. Assuming e.g. a bitrate requirement of 1Mbps, capacity gains of 22% and 35% are achieved for the TU and O2I channels respectively.

Figure 4 shows cell-edge bitrate versus cell radius in systems loaded with 2.5Mbps per sector. In these plots coverage gains can be calculated by comparing cell radii at fixed bitrate requirements. Here, assuming a bitrate requirement of 1Mbps, a cell radius increase of 20% from 390m to 470m for the TU channel is achieved by soft handover in comparison to softer handover, corresponding to an area gain of 45%. The corresponding gains for the O2I channel is 90% (read at 750kbps as 1Mbps is not supported by softer handover). 

Figure 5 and Figure 6 show the same types of results as Figure 3 and Figure 4, but with a proportional fair scheduler with five simultaneously active users (having data in buffer in the same TTI). The scheduling is done based on the link quality towards the anchor Node B, so the probability that a non-anchor Node B is better than the anchor Node B is reduced. This also reduces the Soft handover gain. Results are summarized in Table 2.

4.2. Summary of Results in other Cases

Performance results for the other simulation cases are reported in Appendix D to J. All results are summarized in Table 2. This is indeed an extensive set of numbers. Some obvious trends can however be seen:

· The performance measure ‘simultaneous bitrate and capacity gain at 100% activity’ significantly underestimates the gains of soft handover. As discussed in Section 2.1, one reason for this is that at 100% activity, the interference situation is relatively stable, which is beneficial for hard handover. At lower loads the interference varies, which more often causes non-anchor Node Bs to be better than the anchor Node B, which results in larger soft handover gains.

· The O2I channel yields larger soft handover gains than the TU channel. Note that the simulation cases 1 and 3 target outdoor to indoor scenarios. 

· Handover algorithm 2 yields smaller gains than algorithm 1. 

· Very large capacity gains are achieved in simulation case 3. This is due to the quite flat cell-edge bitrate versus traffic load results.

· Channel quality based scheduling reduces the differences between soft and hard handover. Note that having a large number of users to select from in the scheduler may however be an unlikely situation. Appendix F contains a discussion about this, concluding that the average number of simultaneously active users in a down town area may actually be less than one.

· Softer handover is only marginally better than hard handover. This is because the fraction of users in softer handover is much smaller (some 4%) than the fraction of users in soft handover (some 30-40%).
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Figure 3. Bitrate versus traffic load for Case 1b with RR scheduler, left TU, right O2I/PA. 
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Figure 4. Cell-edge bitrate versus cell radius for case 1b with RR scheduler, left TU, right O2I/PA.
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Figure 5. Cell-edge bitrate versus traffic load for Case 1b with PF5 scheduler left TU, right O2I/PA. 
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Figure 6. Cell-edge bitrate versus cell radius for case 1b with PF5 scheduler, left TU, right O2I/PA.
It should be noted that the scenarios studied here are optimistic for the case relying on hard handover only. Factors that are expected to degrade performance more for hard handover than for the macro diversity cases include increased mobile speed in combination with more rapidly varying shadow fading, including round-the-corner effects, as well as measurement errors. Evaluations with shorter handover execution delays have indicated little gain for hard handover. This is because the measurements for uplink handover are done on the downlink, with independent multipath fading. Faster tracking of the downlink fading does not yield more accurate uplink quality estimates. 

4.3. Further Improved Soft Handover Performance

One advantage with uplink macro diversity is that additional receiving cells do not cost any radio resource (when considering only data and not control signaling). There is no additional transmission or power that increases interference, only additional receiving antennas. The above results are with an add threshold of 6 dB and a maximum active set of 3 cells. Increasing the number of receiving cells will improve performance. In Appendix L it is seen that this can increase the soft handover gain in terms of cell edge bitrate from 60% up to 100%.

4.4. A Comparison to Measured Results

Table 2. Soft handover gains over softer handover in different scenarios.

	Simulation case, channel and scheduler
	Cell-edge bitrate
	Capacity
	Coverage (area)
	Simultaneous cell-edge bitrate and capacity at 100% activity

	Case 1
TU RR
[App D]
TU PF5

O2I/PA RR

O2I/PA PF5
	30%
20%
50%
20%
	15-30% 
10-20%
15-50%
8-20%
	50% (@1Mbps)
35% (@2Mbps)
60% (@1Mbps)
50% (@2Mbps)
	12% & 1.1%
10% & 0.6%
30% & 2.2%
14% & 0.9%

	Case 1b
TU RR
[$4.1]
TU PF5

O2I/PA RR

O2I/PA PF5
	30%
20%
50%
20%
	10-30%
7-20%
10-50%
8-20%
	45% (@1Mbps)
35% (@2Mbps)
95% (@0.75Mbps)
30% (@2Mbps)
	14% & 1%
7% & 0.6%
30% & 2.6%
11% & 1%

	Case 1b
TU RR
Algorithm 2
TU PF5
[App E]
O2I/PA RR

O2I/PA PF5
	20%
13%
25
14%
	5-20%
3-13%
10-25%
8-17%
	45% (@1Mbps)
17% (@2Mbps)
60% (@1Mbps)
20% (@2Mbps)
	8% & 0.7%
5% & 0.4%
19% & 1.5%
8% & 1%

	Case 2 
TU RR
[App F]
TU PF5
	25%
20%
	10-25%
5-15%%
	
40% (@2Mbps
	8% & 1%
4% & 1%

	Case 3
TU RR
[App G]
TU PF5

O2I/PA RR

O2I/PA PF5
	13%
10%
20%
13%
	25-150%
60%
>100%
25-150%
	--
--
--
--
	5.4% & 0.7%
5% & 0.7%
6.6% & 1.6%
7.2% & 0.7%

	Case 3b
TU RR
[App H]
TU PF5

O2I/PA RR

O2I/PA PF5
	23%
13%
24%
14%
	40-100%
20-60%
150%
25-80%
	--
--
--
--
	13% & 1%
13% & 0.5%
14% & 2%
14% & 1%

	Case 3b 
TU RR
Algorithm 2
TU PF5
[App I]
O2I/PA RR

O2I/PA PF5
	19%
9%
21%
14%
	25-150%
10-60%
80%
20-25%
	--
--
--
--
	13% & 0.6%
10% & 0.3%
15% & 1.1%
9% & 0.6%

	Case 4 
TU RR
[App J]
TU PF5
	15%
11%
	7-14%
6-12%
	>100%
45%
	6%, & 1%
5% & 0.7%


Field trial measurements on WCDMA have shown an uplink power reduction of around 1dB when entering soft handover. This indicates a soft handover gain of around 1dB for mobiles close to the add threshold. The simulations results are in the same order, 0.7dB SINR improvement at the 43rd percentile that is the fraction of mobiles with macro diversity. With an add threshold of 3dB, as used in the WCDMA field trial, 24% of the mobiles use macro diversity and 0.9dB SINR improvement is achieved near the add threshold. This verifies that the simulation results are realistic. The mobiles closer to the cell-edge have a larger gain from macro diversity, at the studied 5th percentile the SINR improvement is 2dB in the simulations. This is further discussed in Appendix M.

5. A Simple Cost Analysis

Based on the results shown so far one can do a simple cost analysis to see what the cost reductions enabled by soft handover are in both coverage and capacity limited scenarios. The analysis is applicable in cases where the uplink limits capacity and/or coverage. In [10] it was shown that the network cost could be estimated by;

Network Cost ~ 
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Further the number of base stations required to achieve coverage, 
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The number of base station required in the system is then given by  
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Figure 7 (left) shows the network cost as a function of the total traffic in the system. Initially the system is coverage limited and the cost doesn’t depend on the traffic in the system, but when the traffic becomes larger than the capacity of the base stations required to achieve coverage the system becomes capacity limited and the cost increases with the total traffic in the system. Applying the results from Section 4, simulation case 1b, gives the result as illustrated in Figure 7 (right). The cost of a coverage-limited system using hard handover is up to twice of a system using soft handover and capacity limited system using hard handover is between 10% and 50% more costly than a system using soft handover. Newly deployed networks are typically coverage-limited, meaning that the initial deployment cost for a network with soft handover is half of that with hard handover.  

In these figures the increase in cost, due to the extra transport network capacity required for the soft handover case, has not been taken into account. Assuming that the transport corresponds to 15% of the base station cost and using the result from Figure 31 (add threshold of 6 dB) give an increase in network cost due to soft handover of 7%, which is much less than the 125% (and 20%-30%) gain due to soft handover shown in Figure 5 (right).

6. Conclusions

Coverage, capacity and cell-edge bitrate are important attributes for E-UTRA. Simulation results show that in all these aspects uplink macro diversity between sites is superior to hard handover as well as macro diversity within a site. As an example, the gains achieved in simulation case 1b (indoor users, 5Mhz  spectrum etc.) are 30-100% larger coverage area, 10-50% higher capacity, or 20-50% higher cell edge bitrate. A simple comparison with measurement results from a WCDMA system indicates that the used models are realistic. It is assumed that a protocol stack similar to WCDMA release 6 can be used, which would imply a complexity in the same order. 

On the other hand, if unlike for currently deployed 3G networks, macro diversity is omitted for E-UTRA, capacity losses and coverage losses of some 20 and 50% respectively result. This must be compensated for by other means on top of the overall performance increase required from E-UTRA [1].
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Figure 7. Left: The network cost versus total traffic in the system. Right: Network cost comparison between using hard handover and soft handover for simulation case 1b.

Further, these results can be used to directly derive the network cost. The cost of a coverage-limited system using hard handover is more than twice of a system using soft handover. A capacity limited system using hard handover is between 20 and 30% more costly than a system using soft handover.
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A. Why Measure Bitrate versus Served Traffic
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Figure 8. Served traffic versus activity factor (left) and normalized bitrates versus activity factor (right). Typical Urban channel, outdoor. 
This appendix motivates comparing bitrates at the same served traffic level, rather than at the same activity factor. Figure 8 (left) show the normalized served traffic as a function of activity factor for the three different handover principles. Clearly, the served traffic for the same activity factor differs. Hence, comparing the handover principles for the same activity factor, as done in Figure 8 (right), does not mean that the comparison is made at the same traffic load (as recommended in [9]). This is instead achieved by plotting the bitrate versus served traffic as depicted in Figure 9. Note that the comparison of Figure 8 (right) underestimates the gain of soft handover, as it does not capture that fact that for the same activity factor more traffic is served by the faster soft handover links. 
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Figure 9. Normalized bitrate versus traffic load (left) and cell radius (right) for the TU channel. 
Link Adaptation and Incremental Redundancy Model 

For each transmission attempts, the C/I at the receiver together with the used modulation are mapped to a measure of received information. For each code rate a mapping between received information and block error rate also exists. Using this mapping, it is determined whether the block was successfully received or not. If a retransmission is required, the information received in the previous attempt is stored and added to the information received in the new attempt. Figure 10 shows the resulting bitrate versus C/I for the different modulation and coding schemes used (without incremental redundancy). 
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Figure 10. Bitrate versus C/I. 
B. Full Bitrate Distributions for Case 1b
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Figure 11. Full soft handover bitrate distributions for different activity factors for case 1b, TU, RR. 
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Figure 12. Bitrate distributions for all handover principles at 100% activity, case 1b, TU, RR.
Figure 13 shows full bitrate distributions for soft handover for simulation case 1b. CDFs for activity factors from 10% to 100% in steps of 10% are included. Figure 14 shows the lower 10% of the distributions at 100% activity for all the handover principles.

C. Case 1 – Indoor, 2GHz, 10MHz, 500m ISD
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Figure 13. Cell-edge bitrate versus traffic load for Case 1 with RR scheduler; left TU, right O2I/PA. 
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Figure 14. Cell-edge bitrate versus traffic load for Case 1 with PF5 scheduler left TU, right O2I/PA.
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Figure 15. Cell-edge bitrate versus cell radius for Case 1 with RR scheduler; left TU, right O2I/PA.
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Figure 16. Cell-edge bitrate versus cell radius for Case 1 with PF5 scheduler; left TU, right O2I/PA.
Case 1b – Indoor, 2GHz, 5MHz, 500m ISD – Algorithm 2
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Figure 17. Cell-edge bitrate versus traffic load for Case 1b with RR scheduler, left TU, right O2I/PA. 
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Figure 18. Cell-edge bitrate versus traffic load for Case 1b with PF5 scheduler left TU, right O2I/PA. 
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Figure 19. Cell-edge bitrate versus cell radius for case 1b with RR scheduler, left TU, right O2I/PA.
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Figure 20. Cell-edge bitrate versus cell radius for case 1b with PF5 scheduler, left TU, right O2I/PA.
Case 2 – Outdoor, 2GHz, 10MHz, 500m ISD
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Figure 21. Cell-edge bitrate versus traffic load for Case 3, TU channel, left: RR, right PF5. 
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Figure 22. Cell-edge bitrate versus cell radius for Case 3, TU channel, left: RR, right PF5.
Case 3 – Indoor, 2GHz, 10MHz, 1732m ISD
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Figure 23. Cell-edge bitrate versus traffic load for Case 3 with RR scheduler; left TU, right O2I/PA. 
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Figure 24. Cell-edge bitrate versus traffic load for Case 3 with PF5 scheduler left TU, right O2I/PA.
Case 3b – Indoor, 2GHz, 5MHz, 1732m ISD
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Figure 25. Cell-edge bitrate versus traffic load for Case 3 with RR scheduler; left TU, right O2I/PA. 

[image: image56.wmf]0

0.5

1

1.5

2

2.5

3

0

0.02

0.04

0.06

0.08

0.1

0.12

Served Traffic [Mbps/sector]

Bitrate (5th percentile) [Mbps]

Uplink: ISD=1731m, v=3km/h, 

s

=8dB, TUiPF5, T

H

O

=100ms

SoHo                          

SrHo                          

HaHo                          

Bitrate Gain vs SrHo [y*1000%]

Capacity Gain vs SrHo [x*100%]

[image: image57.wmf]0

0.5

1

1.5

2

2.5

3

0

0.02

0.04

0.06

0.08

0.1

0.12

Served Traffic [Mbps/sector]

Bitrate (5th percentile) [Mbps]

Uplink: ISD=1731m, v=3km/h, 

s

=8dB, PAiPF5, T

H

O

=100ms

SoHo                          

SrHo                          

HaHo                          

Bitrate Gain vs SrHo [y*1000%]

Capacity Gain vs SrHo [x*100%]


Figure 26. Cell-edge bitrate versus traffic load for Case 3 with PF5 scheduler left TU, right O2I/PA.
Case 3b – Indoor, 2GHz, 5MHz, 1732m ISD – Algorithm 2

[image: image58.wmf]0

0.5

1

1.5

2

2.5

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

Served Traffic [Mbps/sector]

Bitrate (5th percentile) [Mbps]

Uplink: ISD=1731m, v=3km/h, 

s

=8dB, TUi, T

H

O

=100ms

SoHo                          

SrHo                          

HaHo                          

Bitrate Gain vs SrHo [y*1000%]

Capacity Gain vs SrHo [x*100%]

[image: image59.wmf]0

0.5

1

1.5

2

2.5

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

Served Traffic [Mbps/sector]

Bitrate (5th percentile) [Mbps]

Uplink: ISD=1731m, v=3km/h, 

s

=8dB, PAi, T

H

O

=100ms

SoHo                          

SrHo                          

HaHo                          

Bitrate Gain vs SrHo [y*1000%]

Capacity Gain vs SrHo [x*100%]


Figure 27. Cell-edge bitrate versus traffic load for Case 3 with RR scheduler; left TU, right O2I/PA. 
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Figure 28. Cell-edge bitrate versus traffic load for Case 3 with PF5 scheduler left TU, right O2I/PA.
Case 4 – Outdoor, 900Hz, 1.25MHz, 1000m ISD
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Figure 29. Cell-edge bitrate versus traffic load for Case 4 with TU channel; left: RR, right: PF5. 
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Figure 30. Cell-edge bitrate versus cell radius for Case 4 with TU channel; left: RR, right: PF5.
How Many Simultaneously Active Users can be Expected? 

Although an interesting technique to improve performance, some concerns may be raised on the merits of quality-based scheduling in realistic traffic scenarios. The example below illustrates this.

A scenario where subscribers generate 1GB per month, of which 80% is in the downlink and 20% is in the uplink direction is assumed. The generated traffic is spread over 170 busy hours per month. The average uplink rate is 10Mbps. A city center-like area with 20.000 inhabitants per square km is further assumed, together with a service penetration of 80% and an operator market share of 30%. The cell radius is 300m.

This results in average traffic per subscriber during busy hour of 1GB x 8bits/byte x 20% / 170 hours / 3600 seconds/hour = 2.6kbps. Note that this figure is averaged over the entire busy hour. With an activity rate of 20mE the traffic generated per active subscriber is 2.6kbps/0.02 = 130kbps. The probability that a subscriber is active (utilizing the link) is then Pactive =  2.6kbps/10Mbps = 2.6x10-4. Per cell there are Ucell = 20.000 x 0.8 x 0.3 x 0.32 x  = 1357 subscribers. This yields an expected number of users of Pactive x Ucell = 0.35.

The probability to have several users active simultaneously in the uplink is thus relatively small.

D.  Results with Increased Active Set Size
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Figure 31. Cell-edge bitrate (left) and soft handover fraction (right) versus add threshold for the Typical Urban channel. 
This appendix presents results with an increased active set size. The instantaneous bitrate measure is used. Similar results may be expected with the averaged bitrate measure. The cell-edge bitrate as a function of add threshold is shown in Figure 31 left both with a limitation of 3 cells and without any limitation. Compared with hard handover (0dB threshold), the cell-edge bitrate gain can be doubled by a threshold increase from 6 to 21dB. The cost for this is additional Iub transmission capacity (and possibly additional hardware in node B for multi user detection). This cost is shown in Figure 31 right. 

E. Measured Soft Handover Gains in Live Networks

In order to verify that the simulated results are realistic, a comparison has been made to field measurement results. The measurement contains 100 soft handover add events from a drive test with a speed of 20-35km/h in a sub-urban area. The add and delete thresholds were set to 3 and 5dB respectively. Average mobile power was measured 1 second before and after each add event. The distribution of the mobile power decrease, power before minus power after, is shown in Figure 32 (left). 51% of all events resulted in a decrease of power with ≥0.5dB, 19% stayed within ±0.5dB, and 32% increased the power with ≥0.5dB. The average handover gain measured as power decrease was 0.9dB. This gain is however not at the cell edge where the path loss between the cells are equal, but rather at the edge of the soft handover area where the path loss differs between the cells at around 3dB according to the add threshold. The mobiles closer to the cell edge will have more equal uplink paths to the two cells and thereby a larger handover gain. 

In Figure 32 (right) the SIR C.D.F. from the hard- and soft-handover simulations used in this paper are shown. At a level around the soft handover fraction, 24% with 3dB threshold, the soft handover gain is around 1dB. This verifies that the simulation results are realistic and that the handover gain results presented in this paper can be achieved. At the cell edge, as measured in this paper at 5th percentile, the soft handover gain is larger and approximately 2dB.
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Figure 32. Measured power gain distribution (left) and simulated SIR (right). 
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